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Preface 

The proceedings contain papers presented at the 13th annual NeuroIS Retreat held 

June 1-3 2021. NeuroIS is a field in Information Systems (IS) that uses neuroscience 

and neurophysiological tools and knowledge to better understand the development, 

adoption, and impact of information and communication technologies 

(www.neurois.org). 

 

The NeuroIS Retreat is a leading academic conference for presenting research and 

development projects at the nexus of IS and neurobiology. This annual conference 

promotes the development of the NeuroIS field with activities primarily delivered by 

and for academics, though works often have a professional orientation.  

 

In 2009 the inaugural NeuroIS Retreat was held in Gmunden, Austria. Since then, the 

NeuroIS community has grown steadily, with subsequent annual Retreats in Gmunden 

from 2010-2017. Beginning in 2018, the conference is taking place in Vienna, Aus-

tria. Due to the Corona crisis, the organizers decided to host a virtual NeuroIS Retreat 

in 2021. 

 

The NeuroIS Retreat provides a platform for scholars to discuss their studies and 

exchange ideas. A major goal is to provide feedback for scholars to advance their 

research papers toward high-quality journal publications. The organizing committee 

welcomes not only completed research, but also work in progress. The NeuroIS Re-

treat is known for its informal and constructive workshop atmosphere. Many NeuroIS 

presentations have evolved into publications in highly regarded academic journals. 

 

This year is the seventh time that we publish the proceedings in the form of an edited 

volume. A total of 27 research papers were accepted and published in this volume, 

and we observe diversity in topics, theories, methods, and tools of the contributions in 

this book. The 2021 keynote presentation entitled "Decision Neuroscience: How it 

started and where we are today" is given by Antoine Bechara, professor of neurosci-

ence and psychology at the University of Southern California (USC) in Los Angeles, 

USA. Moreover, Moritz Grosse-Wentrup, professor and head of the Research Group 

Neuroinformatics at the University of Vienna, Austria, gives a hot topic talk entitled 

"How (not) to interpret Multivariate Decoding Models in Neuroimaging". 

 

Altogether, we are happy to see the ongoing progress in the NeuroIS field. Also, we 

can report that the NeuroIS Society, established in 2018 as a non-profit organization, 

has been developing well. We foresee a prosperous development of NeuroIS. 
 

June 2021      Fred D. Davis 

René Riedl 

Jan vom Brocke 

Pierre-Majorique Léger 

Adriane B. Randolph 

Gernot Müller-Putz 
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Antoine Bechara ï Keynote 

Decision Neuroscience: How I t Started and Where We Are Today 

Decision neuroscience is an emerging area of research whose goal is to integrate re-

search in neuroscience and behavioral decision-making. Neuroeconomics is a more 

specialized field of study that seeks to bridge neuroscience research on human choice 

with economic theory, whereas neuromarketing addresses the neuroscience behind 

consumersô choices, including product branding, preference, and purchase decisions. 

More recent research seeks to include the field of information science by examining 

the impact of social media and other technology use on the human brain. All these 

areas capitalize on knowledge from the fields of neuroscience, behavioral economics, 

finances, marketing, and information science to explore the neural ñroad mapò for the 

physiological processes intervening between knowledge and behavior, and the poten-

tial interruptions that lead to a disconnection between what one knows and what one 

decides to do. Thus, decision neuroscience is the domain that captures the interests of 

scientists who are attempting to understand the neural basis of judgment and decision-

making in health as well as social behavior. 

Moritz Grosse-Wentrup ï Hot Topic Talk 

How (not) to Interpret Multivariate Decoding Models in Neuroimaging 

Multivariate decoding models are replacing traditional univariate statistical tests in 

the analysis of neuroimaging data. Their interpretation, however, is far from trivial. In 

this presentation, I outline various pitfalls and discuss under which conditions they 

can provide insights into the (causal) question of how neuronal activity gives rise to 

cognition and behavior. 

Panel Discussion 

Success Factors in Publishing NeuroIS Research in Top IS Journals: 

Experiences of MIS Quarterly Editors and Reviewers 

Moderator: Fred D. Davis 

Panelists: Ofir Turel, Tony Vance, Adriane B. Randolph, Eric Walden 
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Where NeuroIS Helps to Understand Human Processing of Text: A 

Taxonomy for Research Questions Based on Textual Data 

Florian Popp, Bernhard Lutz, and Dirk Neumann 

University of Freiburg, Freiburg, Germany florianmaximilianpopp@gmail.com 

{ bernhard.lutz,dirk.neumann} @is.uni-freiburg.de 

Abstract. Several research questions from information systems (IS) are based 

on textual data, such as product reviews and fake news. In this paper, we inves-

tigate in which areas NeuroIS is best suited to better understand human pro-

cessing of text and subsequent human behavior or decision making. To evaluate 

this question, we propose a taxonomy to distinguish these research questions 

depending on how usersô corresponding response is formed. We first review all 

publications about textual data in the IS basket journals from 2010ï2020. Then, 

we distinguish text-based research questions along two dimensions, namely, if a 

userôs response is influenced by subjectivity and if additional information is re-

quired to make an objective assessment. We find that NeuroIS research on tex-

tual data is still in its infancy. Existing NeuroIS studies focus on texts, where 

usersô responses are subject to a higher need for additional data, which is not 

part of the text. 

Keywords: Textual data · Taxonomy · Information processing · Decision-making · 

NeuroIS 

Introduction  

Social media and other forms of computer-mediated communication provide users 

with large amounts of textual data [1]. Text provides an unstructured and high-

dimensional source of information as English texts can easily comprise vocabularies 

with tens of thousands of words [2]. So far, IS research has analyzed how users re-

spond to texts of many types, such as fake news, online reviews, financial reports, 

spam emails, and computer-mediated communication. While the factors of a helpful 

product review are well understood (e.g., [3ï5]), little is known of why users fall for 

deception in the form of fake news. Deciding if a news article is real or fake may be 

subjective and depends on prior beliefs and attitudes [6ï8]. Making an objective ve-

racity assessment of a news article may also require additional information from ex-

ternal sources, which is not part of the actual text [9]. Whether or not users invest 

cognitive effort into a critical assessment also depends on their mindset. Users in a 

utilitarian mindset are used to spending cognitive effort in reading the text as part of 

their daily (working) routines, whereas users in a hedonic mindset (e.g., when being 

active on social media) are less likely to carefully reflect on their actions [6]. As a 
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consequence, their behavior may be driven by unconscious processes, which can be 

studied by employing tools and theories from NeuroIS [10ï13]. 

One possible reason for the limited understanding of specific IS phenomena based 

on textual data is that usersô responses may exhibit higher degrees of subjectivity or 

that making an objective assessment requires additional information, which is not part 

of the text. In this study, we propose a taxonomy that distinguishes research questions 

based on textual data according to whether a userôs response is driven by a low or 

high degree of subjectivity and the need for additional information in order to make an 

objective judgement. We specifically build our taxonomy for the research questions 

instead of the type of text themselves. The underlying reasoning is that the same type 

of text can be subject to different research questions. For instance, a news article can 

be categorized as positive or negative, or as real or fake. However, categorizing the 

article as positive or negative is less affected by political opinions and unconscious 

processes than categorizing an article as real or fake. The proposed taxonomy was 

developed based on all articles about text-related research questions from the IS bas-

ket journals published between 2010 and 2020. We categorized each of these studies 

along the dimensions ñdegree of subjectivityò and ñneed for additional informationò. 

In addition, we distinguish all studies according to (1) whether they collected user-

specific data to account for individual beliefs and attitudes, and (2) studies that can be 

attributed to the field of NeuroIS. Taken together, we address the following research 

question: 

ñFor which research questions based on textual data should researchers employ 

methods from NeuroIS?ò 

Literature Review 

For our literature review about research on textual data, we consider all articles pub-

lished in the IS basket journals between 2010 and 2020. We first read the title of all 

issues to determine whether an article is about textual data or not. Subsequently, we 

read the abstract of the remaining studies to validate our initial assessment. Thereby, 

we encountered 47 studies about text. We excluded nine of these studies [14ï22] as 

they did not specifically analyze human behavior as a direct response to reading the 

text. Regarding the publication dates, we find that the number of studies about textual 

data and human responses has increased over the last few years. While 10 out of 38 

papers were published in 2010ï2015, the majority of 28 were published in the years 

2016ï2020. Finally, we scan the remaining 38 papers in regard to their collected data. 

We distinguish between (1) studies without user-specific data (e.g., political attitude, 

disposition to trust), (2) studies with user-specific data, and (3) studies with NeuroIS 

measurements. 

Table 1 shows the result of our literature review. We identified four studies from 

NeuroIS, from which three ([6, 23, 24]) are published in MIS Quarterly (MISQ) and 

one ([25]) in the European Journal of Information Systems (EJIS). Moravec et al. [6] 

analyzed the influence of IS design modifications on usersô cognition when pro-

cessing fake news. In their experiment, subjects were shown several online news 
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articles with and without warning messages, while their cognitive activity was meas-

ured with electroencephalography (EEG). The authors found that adding warning 

messages increases cognitive activity, but this has no impact on the final veracity 

assessment. Bera et al. [23] used eye tracking to explain cognitive processing of users 

in reading conceptual modeling scripts to perform problem solving tasks. Their results 

suggest that high task performance can be explained and detected by attention-based 

eye tracking metrics. Meservy et al. [24] studied how individuals evaluate and filter 

posts in online forums, while seeking the solution to a problem. For this purpose, the 

authors employed functional magnetic resonance imaging (fMRI) to measure the 

neural correlates that are involved in evaluating both solution content and contextual 

cues. Their results indicate that both content and contextual cues impact usersô final 

filtering decisions. Finally, Brinton Anderson et al. [25] used text mining and eye 

tracking to study how users perceive security messages and found that habituation to 

security warnings significantly reduces the effect of such warnings. 

Table 1. Studies about textual data in IS basket journals from 2010 to 2020. 

Journal No user-specific data User-specific data NeuroIS Total 

JMIS [26ï38] [8]  14 

MISQ [39ï44] [7] [6, 23, 24] 10 

JAIS [45ï49] [50]  6 

ISR [5, 51ï53]   4 

JIT [54, 55]   2 

JSIS [56]   1 

EJIS   [25] 1 

ISJ    0 

Total 31 3 4 38 

 

We identified three studies which collected user-specific data, but without em-

ploying tools and theories from NeuroIS. For instance, Hong et al. [50] used a combi-

nation of surveys and text mining in order to explain and predict deviations in restau-

rant reviews based on cultural differences. Their findings suggest that users from a 

collectivist culture tend to agree with prior ratings. Kim and Dennis [8] collected 

usersô political attitude and studied whether fake news can be mitigated by adding 
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user and expert ratings to the presentation of a news article. Their results suggest that 

expert ratings have a stronger impact in steering users to a correct veracity assess-

ment. However, this only holds when the rating indicates low reliability, whereas 

ratings of high reliability have no effect. In another study on fake news, Kim et al. [7] 

studied the effects of alternating the presentation format. Their results suggest that 

presenting the source before the headline (instead of showing the headline before the 

source) makes users less likely to perceive fake news as real. In addition, the authors 

find that source reputation ratings have a stronger effect on the perceived believabil-

ity. However, this only holds when the rating is low (i.e., indicating fake content). 

All other studies did not collect user-specific data as part of their research design. 

Instead, they rely on statistical methods from text mining to empirically analyze how 

users respond to textual data. These studies covered consumer behavior [30, 33, 39, 

40, 48, 49, 51, 53, 55, 56], financial decision-making [29, 31, 32, 35, 36, 43, 46, 47, 

54], perception of online reviews [5, 26ï28, 42, 45], deception detection [37, 38], and 

others [41, 52]. 

Taxonomy for Research Questions Based on Text 

We now present our taxonomy to distinguish research questions based on textual data 

depending on whether usersô response is influenced by subjectivity and if there is a 

need for additional information in order to make a correct assessment. Hereby,  òde-

gree of subjectivityò refers to the questions: How subjectively can the probands an-

swer the (research) question? Would people with different prior experience or belief 

answer differently? òNeed for additional informationò on the other hand, refers to the 

questions: Would a probandôs answer become better or more correct if they had addi-

tional information or additional knowledge? Is all relevant information that is needed 

for the proband to complete the task or answer the (research) question given in the 

text? Or is additional information, knowledge, or background required? We propose 

this taxonomy in order to address our research question. Based on the following clus-

ter analysis, we identify areas in which NeuroIs seems best suited in order to under-

stand human processing of text and their subsequent behavior or decision making? 

Figure 1 presents the proposed taxonomy along these two dimensions. All studies 

including user specific data from surveys are highlighted with a square, while all 

NeuroIS studies are highlighted with a circle. For the purpose of this study, we distin-

guish all studies from our literature based on our own reading. Overall, the NeuroIS 

studies were located in the upper part of Figure 1, which contains those research ques-

tions, where users have a higher need for additional information. The upper right 

corner of Figure 1 contains all studies analyzing research questions, where usersô 

responses are driven by a high degree of subjectivity with a high need for additional 

information to make an objective assessment. Prominent examples are studies that 

analyze why users fall for fake news [6, 7, 7]. The decision if a news article is real of 

fake depends on usersô individual political attitudes, while making an objective as-

sessment generally requires users to research additional information. 
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Fig.1. Taxonomy to distinguish research questions based on textual data depending on the 

characteristics of usersô responses. 

The studies in the bottom right area of Figure 1 consider research questions, where 

usersô responses involve high degree of subjectivity without a need for additional 

information. One example is to explain why social media posts receive more likes 

(e.g., [40]). The decision of whether to like a social media post or not is subjective as 

it depends on personal tastes, while all relevant information based on which users 

decide to like a post is generally included in the text. The upper left corner of Figure 1 

contains all studies analyzing research questions, where usersô responses are driven by 

low degree of subjectivity, but with a high need for additional information. We classi-

fied all studies about fraud or deception detection as such [32, 34, 37, 38, 47]. Decid-

ing if a message originates from a deceiver is generally not driven by personal atti-

tudes. However, the decision is often made based on incomplete information. Ulti-

mately, the studies in the bottom left area of Figure 1 consider research questions, 

where usersô responses are not influenced by subjectivity without a need for additional 

information. For instance, this applies to the question of how daily deals impact a 

restaurantôs online reputation [51]. The review text generally stands for itself, while 

the factors of a positive or negative review (length, number of arguments, high reada-

bility) are usually not influenced by subjectivity. 

Conclusion and Future Research 

Understanding how humans respond to textual data provides novel challenges for IS 

research and practice. We proposed a taxonomy to distinguish different forms of texts 

after reviewing recent studies from the IS literature according to their research design. 

In this taxonomy, we distinguish research questions based on textual data with respect 
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to the characteristics of usersô responses. Specifically, we consider two dimensions, 

namely how much a userôs response is driven by subjectivity and the need for addi-

tional information in order to make an objective assessment. We find that NeuroIS is 

used for research questions, where users arrive at conclusions based on incomplete 

information. All corresponding studies [6, 23ï25] focused on usersô cognitive pro-

cessing. It appears that this is the area, where NeuroIS is best equipped to help under-

stand human processing of text and help explain human behavior and decision mak-

ing. However, the vast majority of existing studies in the IS literature considered texts 

where usersô responses can be explained without user-specific data. 

IS research on textual data should hence select their study design depending on the 

characteristics of usersô responses. If usersô conclusions exhibit only little subjectivity 

and the text contains all relevant information, there is no need for experiments and 

employing measurements from neuroscience. Conversely, if usersô responses are 

driven by a higher degree of subjectivity and if additional information is required for 

an objective assessment, users may rely on unconscious and/or heuristic processes. 

For example, affective processes may not be fully reflected through self-reports, 

which requires IS researchers to employ neurophysiological measurements such as 

ECG or startle reflex modulation [13]. 

We plan to extend this study as follows. First, we need to evaluate our taxonomy 

by gathering feedback from external domain experts. Presenting our work at the Neu-

roIS retreat would be one important step in this direction. After this, we can perform a 

sequence of evaluation-improvement iterations until we reach an acceptable state. 

Second, we aim to extend our literature review to all studies in the existing IS litera-

ture to provide a full overview of IS studies on textual data. Third, we are planning to 

elaborate more on the specific tools from NeuroIS, in particular, how specific meas-

urements can be applied to study usersô responses to different types of text. 
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Abstract. Perceived trustworthiness and risk are crucial impact factors for a 

website's success. While they have been frequently applied to diverse e-

commerce contexts, an investigation of these constructs for the special case of 

online pharmacies is still scarce. In an attempt to measure these constructs in a 

neural experiment, this paper offers a pre-study with the aim to gain first in-

sights and select appropriate stimuli for the upcoming study. Therefore, five op-

erating online pharmacies are tested in an online survey with 121 participants 

which rated scales of perceived trustworthiness, perceived risk, attitude towards 

the website, and use intention for each of the included pharmacies. Results 

show that online pharmacies with high reputation are rated higher in the includ-

ed constructs. Consequently, reputation, perceived risk, and trustworthiness are 

crucial impact factors on attitude and use intention. Thus, two promising online 

pharmacies could be selected for the follow-up study. 

Keywords: online pharmacy · perceived trustworthiness · perceived risk · atti-

tude · use intention 

Introduction  

Online pharmacies provide quick and convenient solutions for both the elderly and 

younger people because they offer a convenient solution to purchase medicines 

through home delivery [1]. Especially older people benefit from this, as they need to 

rely less on third parties. Unsurprisingly, the online pharmacy market is expected to 

grow, with the main drivers of growth being the increasing proportion of the elderly 

population, the growth in chronic diseases [2], the general increased availability of 

high-speed internet, and the improving healthcare infrastructure worldwide [3]. Next 

to North America, Europe has the largest online pharmacy market shares, with partic-

ularly the German market experiencing tremendous growth due to the increasing 

awareness of cheap over the counter (OTC) products which can be purchased online 

[2]. This is due to the relaxation of legal regulations for the sale of OTC products, but 

also the increased switch of prescription medicines to OTC status [4].  

However, this development does not only come with opportunities. As illegal 

online pharmacies continue to be found worldwide despite increased regulatory con-

trols, the online purchase of medicines poses an increased risk compared to other 

online shopping contexts. Consequently, the risk of purchasing from online pharma-
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cies is twofold: on the one hand, it may be an illegal online pharmacy selling counter-

feit medicines and, on the other hand, laypeople may purchase and use a medicine 

that is unsuitable or even harmful to their health due to a lack of advice and expertise 

[3]. Therefore, the consideration of perceived risk and trust in online pharmacies is of 

special interest as a misuse can harm the consumers' physical health. 

The constructs of perceived risk and trust have been investigated in several e-

commerce contexts and have shown to generally impact a website's acceptance [5ï8]. 

Furthermore, prior NeuroIS research has also covered perceived trust and trustworthi-

ness and has shown to reveal distinct neural activations associated with high per-

ceived trustworthiness in e-commerce contexts [7, 9]. However, in the area of health 

services and medicines, studies considering website design and its impact on per-

ceived risk and trust are still scarce. Since perceived risk might differ severely be-

tween an online shop selling clothes and an online pharmacy [10], this paper tackles 

this research gap by investigating the rated perceived risk and trustworthiness for five 

different operating online pharmacies. Thus, the goal of this work-in-progress is to 

introduce the constructs of perceived risk and trustworthiness in the context of online 

pharmacies and to provide a first data basis that is used to select stimuli for a follow-

up FaceReader and neuroimaging experiment. To embed this goal in a research con-

text, this working paper first presents the state of research on perceived trustworthi-

ness and risk for purchasing medication primarily online and presents the context of 

NeuroIS research. Within this study, hypotheses were derived and tested for the non-

neuronal part of the research. Five selected pharmacies were the subject of the empir-

ical online survey. The results of the study are then discussed, and the study design 

for the follow-up experiment is presented. 

Background: Perceived Trustworthiness and Risk 

Perceived Trustworthiness and Risk in Online Pharmacies 

Trust is an important component in the interaction between patients and healthcare 

providers such as pharmacies [11]. Patients trust that they will receive the right advice 

in pharmacies and that their condition will be cured with the recommended medicines. 

In turn, pharmacists trust that they will receive all the information truthfully to be able 

to recommend medicines to patients in the best possible way. With trust being a do-

main-specific construct in terms of operationalisation [10], even within the healthcare 

domain, several different definitions of trust can be found. Some studies define it as a 

stand-alone construct, while others define it in terms of sub-constructs like credibility 

and benevolence. The disagreement among researchers on the definition leads to a 

variation in the understanding and language use of the construct in literature [12]. In 

this working paper, trust is defined as the willingness to expose oneself to exploitation 

by another agent due to the prospect of potential benefits [13, 14], with the agent 

being the presented online pharmacy. This is based on the optimistic expectation that 

the other agent(s) will protect the rights of all involved [15]. In other words, it is 

based on the expectation that the commitments made by another person or organisa-
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tion will be fulfilled [16], especially in relationships where the trusting party has no 

control over the other party but still needs to depend on them [15, 17ï19]. This expec-

tation is built on the other party's different characteristics, which result in its' per-

ceived trustworthiness. 

When considering online pharmacies, it can be seen that the interaction between 

patients and pharmacists has changed compared to offline pharmacies. While in of-

fline pharmacies, trust is usually developed through the salesperson's expertise and 

the shop atmosphere [11, 20], these aspects are absent in online pharmacies. Conse-

quently, in online environments, the website's reputation and visual design might 

ultimately impact the online pharmacy's perceived trustworthiness and, thus, the trust 

in it [11, 21]. Consequently, we hypothesise that there will be a positive correlation 

between the online pharmacy's rated reputation and the perceived trustworthiness: 

H 1.  There is a positive correlation between reputation and perceived 

trustworthiness. 

 

A meta-analysis of studies on the use of health websites, which include all websites 

with information on diseases and medicines, thus also online pharmacies, found back-

grounds that are important for building trust [12]. Usability, beliefs, design elements, 

brand name and ownership, persuasion, and social influences [22ï26] have emerged 

as major antecedents. All of the named constructs further add up to the attitude con-

sumers build towards a website in general and an online pharmacy in particular  [27, 

28]. While they also have shown to impact the perceived trustworthiness of the web-

site significantly, it is further hypothesised that the user's attitude towards an online 

pharmacy will have a positive correlation with the perceived trustworthiness and that 

both attitude and perceived trustworthiness have a positive impact on use intentions 

[28]: 

H 2.  There is a positive correlation between perceived trustworthiness 

and attitude towards the website. 

H 3. There is a positive correlation between perceived trustworthiness and 

use intention. 

H 4. There is a positive correlation between attitude towards the website 

and use intention. 

 

A closer look at the concept of trust and trustworthiness reveals an important com-

ponent: uncertainty. This is made clear by the fact that the trusting party has no con-

trol over the other party, and thus the mutual relationship is characterised by uncer-

tainty. Uncertainty about the occurrence of consequences is a dimension of perceived 

risk [29], which therefore poses an important counter-position to trust [30]. While 

being introduced as a concept by Bauer [31] in the context of online pharmacies, the 

perceived risk might be distinguished between product-related risk (the medicine to 

be purchased) and retailer risk (the online pharmacy) [31, 32]. With risk being a coun-

ter-position to perceived trustworthiness, we hypothesise the contradicting correlation 

of the first three hypotheses for perceived risk: 

H 5.  There is a negative correlation between reputation and perceived 

risk.  
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H 6. There is a negative correlation between perceived risk and attitude 

towards the website. 

H 7.  There is a negative correlation between perceived risk and use inten-

tion. 

 

Perceived Trustworthiness and Risk in NeuroIS Research 

Based on two recent literature reviews about the state of the art in NeuroIS re-

search [33, 34], related work for the constructs of perceived trustworthiness and risk 

is identified. Because our follow-up study focuses on decision making on online 

pharmacies, the following results are limited to brain regions in the prefrontal cortex 

(PFC). The main results are summarised in Table 1.  

 

 Authors Context Method 
Results  

(in areas of the frontal cortex) 

Dimoka 

[35] 

Trust in 

online shopping 

offers 

fMRI  
¶ Trust associated with lower activa-

tions in the (right) OFC. 

Riedl 

et al. 

[36] 

Trust in 

Online shopping 

offers 

fMRI  

¶ Trustworthy offers activated right 

dlPFC in male, but not in female 

participants.  

¶ Untrustworthy offers activated the 

left dlPFC in exclusively in wom-

en, and the left vmPFC exclusively 

in men. 

Riedl 

et al. 

[37] 

Trust in hu-

mans vs. avatars 
fMRI  

¶ MPFC activated more for trustwor-

thiness evaluation of humans com-

pared to avatars. 

Vanc

e et al. 

[38] 

Risk in infor-

mation security 

behavior 

EEG 

¶ Activations in approx. frontal 

(right) & motor cortex regions as-

sociated with risk perceptions (in 

P300) 

Wang 

et al. 

[39] 

Risk in social 

cues in ecom-

merce 

EEG 

¶ Frontal cortex (F3, FZ, F4) acti-

vated in purchase decision/ associ-

ated with risk (in N2) 

Table 1. Overview of NeuroIS Paper associated with perceived trustworthi-

ness and risk (Abbreviations: functional magnetic resonance imaging (fMRI), elec-

troencephalography (EEG), orbitofrontal cortex (OFC), dorsolateral prefrontal cortex 

(dlPFC), ventromedial prefrontal cortex (vmPFC)) 

 

The provided overview shows that trust and risk evaluations in different research 

contexts trigger several areas in the PFC. However, since the context of the studies 

ranged from ecommerce to human-human interactions, a more thorough review of 
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neuroscientific studies investigating perceived trust and risk is required to derive 

hypotheses for our main study. Nevertheless, this overview reveals two promising 

aspects relevant for the follow-up study: firstly, none of the reviewed studies used 

functional near-infrared spectroscopy (fNIRS) to investigate the selected constructs, 

which offer room to validate these prior findings by means of fNIRS. Secondly, even 

in the cited fMRI studies, several activations could be identified on cortical surfaces 

in the PFC, which are also assessable through EEG and fNIRS. This further calls for 

adding validation through research in different contexts that considers the constructs 

of perceived trust and/or risk and assess these evaluations through neural activations 

in PFC areas. This paper offers a first approach in this direction by evaluating poten-

tial stimulus material for a follow-up fNIRS study.  

Method 

Sample. We recruited 144 participants to fill out the online survey through the 

online platform clickworker. Out of the 144 participants, 23 data sets needed to be 

filtered out because participants either did not fill out the questionnaire completely, or 

they did not answer the attention check correctly (which was a statement hidden 

somewhere between the scales in which they were asked to click "4"). As a result, an 

included sample of N = 121 data sets is considered for further analyses. Average age 

is M = 41.6 years (SD = 12.8), 63.6% are male, 36.4% are female. 50.4% of the sam-

ple are currently employed, 23.1% are freelancers, 12.4% are students, 9.1% are 

searching for employment, and 3.3% are retired. We further included questions re-

garding the participants' disposition to trust and familiarity with online pharmacies 

with 5-point Likert scales (adapted from [33, 34]). Mean disposition to trust was M = 

3.52 (SD = 1.02) and familiarity was M = 3.38 (SD = 1.12). 

Stimuli. To test the here stated hypotheses and select appropriate, real-life stimuli 

that will be extreme opposites regarding their associated perceived risk and trustwor-

thiness, we took a look at the top ten online pharmacies operating in Germany [35]. 

From this, we selected the top 2, namely DocMorris and Shop-Apotheke, the bottom 

2, namely Aponeo and Eurapon, and one from the middle being Apotal. For each 

online pharmacy, we used the product page of IBU-ratiopharm 400mg pain killers 

with 10 pills per package and manipulated the prices on the screenshots to avoid bias-

es due to different pricing (two examples of stimuli can be seen in Figure 1).  

Figure 1: Two Examples for Used Stimuli  
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In the survey, participants were shown the online pharmacy screenshot and below, 

they had to rate the scales explained in the next paragraph. The order in which the 

questions and the websites were shown was completely randomised ï only the scale 

for reputation was always asked first before the other scales came in randomised or-

der. After having rated all included websites, participants had to give their de-

mographics and answer the control questions for disposition to trust and familiarity, 

after which they were thanked and debriefed. 

 

Questionnaire Items CA (if 

dropped) 

Perceived Risk [40] .837 

Do not trust that my credit card number will be secure on this online 

pharmacy 

.794 

It is difficult to judge quality of a product/service on this online 

pharmacy 

.831 

Do not trust that my personal information will be kept private by this 

online pharmacy 

.790 

I loose too much time when buying products on this online pharmacy .823 

Overall, I feel making a purchase on this online pharmacy is risky .781 

Perceived Trustworthiness [41] .895 

I can trust this online pharmacy .815 

I trust the information presented on the online pharmacy. .859 

I trust the transaction process on this online pharmacy. .875 

Attitude Towards the Website [42] .930 

I liked the online pharmacy .908 

I enjoyed being on the online pharmacy .918 

I would like to return to the online pharmacy .901 

I will recommend to others to browse the online pharmacy .909 

The online pharmacy made me feel like buying .933 

Use Intention [43] .892 

I would use this online pharmacy to inquire what others think of a 

medicine 

.856 

I would use this online pharmacy to inform myself about the effects of 

a medicine 

.853 

I would use this online pharmacy to read the reviews of a medicine .856 

I would use my use my credit card to purchase from this online phar-

macy 

.896 

I am very likely to purchase medicine from this online pharmacy .879 

Table 2. Questionnaire Items and Cronbach's Alpha 

 

Scales. We asked participants how they would rate that "the online pharmacy has a 

very good reputation" on a 5-point Likert scale (strongly agree to strongly disagree) 

for each online pharmacy. After that followed scales for perceived risk adapted from 

[40], perceived trustworthiness adapted from [41], attitude towards the website 
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adapted from [42], and finally, use intention adapted to online pharmacies from [43, 

44]. All included scales were measured with a 5-point Likert scale. The used con-

structs and items provided sufficient reliability through Cronbach's Alpha (CA) and 

were all included in the following analysis (Table 2). 

Results 

In order to test our hypotheses and draw conclusions regarding the prior stated hy-

potheses, we ran one-way ANOVAs with post-hoc Tukey tests to identify significant 

differences between the five included online pharmacies in the included constructs. 

Further, since we were interested in correlations between the included constructs, we 

ran Pearson's correlation analyses across all five included pharmacies for all con-

structs. One-way ANOVAs resulted in significant differences between the included 

online pharmacies for all selected constructs (Freputation (4, 600) = 18.5; Frisk (4, 600) = 

3.73, Ftrustworthiness (4, 600) = 10.45; Fattitude (4, 600) = 12.65; Fuse (4, 600) = 9.27, all 

pôs < .005). Since perceived risk and trust may be rated differently between men and 

women, we ran a MANOVA including our dependent variables to check for effects 

due to gender. Results show that, although there are significant differences between 

male and female participants in the constructs of risk, trust, and use intention (F(4, 

592) = 6.916, p < .001), no significant interaction effect between online pharmacy 

and gender was identified (F(16, 1809) = 0.417, p > .05).  

As a result, DocMorris was consistently rated highest for all included constructs, 

while Apotal was consistently rated lowest. Simultaneously, significant difference 

between Shop-Apotheke and DocMorris could only be identified for reputation. Dif-

ferences between Aponeo and Eurapon compared to DocMorris were found for repu-

tation, perceived trustworthiness, attitude, use intention, but not for perceived risk. 

To test our hypotheses, we further ran Pearson's correlation analysis (Table 2). As 

a result of this analysis, all of our hypotheses are supported by showing significant 

positive correlations between reputation, perceived trustworthiness, attitude, and use 

intention, while the correlations with perceived risk are continuously negative. The 

next steps are briefly discussed in the following section. 

 

 Risk Trustworthiness Attitude Use Results 

Reputation - .333***  .637***  .666***  .588***  
H5 , 

H1  

Risk - - .584***  - .378***  - .324***  
H6 , 

H7  

Trust-

worthiness 
 - .695***  .668***  

H2 , 

H3  

Attitude   - .769***  H4  

Table 3: Pearson's r correlation matrix and related hypothesis support  

(grey numbers not used for hypothesisô support, ***p < .001) 
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Discussions of the NeuroIS Follow-up Study and Conclusion 

This study has shown that an online pharmacy's perceived risk and trustworthiness 

are crucial predictors for use intention. Furthermore, as pointed to in the introduction, 

online pharmacies pose the risk to sell illegal or counterfeit drugs which may have a 

harming impact on the buyer's health. This might explain the significant correlation of 

reputation with the other included constructs. As a result, and along with the included 

constructs, this study allows us to select two operating pharmacies as stimuli for the 

upcoming study. Since DocMorris was rated highest in the included constructs and 

Apotal was rated significantly lowest, we will use these two websites as opposing 

stimuli regarding their associated perceived risk and trustworthiness.  

Needless to say, this pre-study also comes with limitations. One major limitation is 

that the included constructs were evaluated using only one screenshot of each phar-

macy, and thus, actual use of the websites, as well as risks due to different medication 

types are not considered. Consequently, we wonder in our follow-up study how the 

risk and trustworthiness of the selected websites is evaluated during and after actual 

use. As means to assess this, emotional reactions will be measured through facial 

expression capturing during actual use of the selected websites in two different buy-

ing situations: a prescription and an OTC drug. We thereby control the effect of a 

low- and high-risk drug and thus, an additional risk dimension which is exclusive for 

online pharmacies. 

The participants' faces will be recorded during the purchases and analysed via au-

tomated facial expression recognition software FacereaderÊ Version 8.0. The soft-

ware recognises the emotions happy, sad, angry, disgusted, surprised, scared and 

contempt. It also measures a neutral state. We want to examine the emotions' effects 

on perceived trust and risk by analysing the emotions durations and frequencies. Ad-

ditional information about emotions will be provided by surveying the participants 

with PANAS scale for both conditions. Correlations will be figured out between expe-

rienced and rated emotions, experienced emotions and perceived risk and trust, and 

rated emotions and perceived risk and trust. The conditions of low- and high-risk drug 

purchases will be compared to ascertain differences. 

After that, the pharmacies' screenshots are to be shown in an event-related experi-

mental paradigm together with the questionnaire scales used in this study. During the 

latter, neural activity is to be assessed through fNIRS to get additional insights into 

neural correlates of perceived risk, perceived trustworthiness, attitude, and use inten-

tion in decision making related brain areas ï namely the PFC. As pointed out in prior 

related literature, several different activation patterns can be observed in frontal areas 

related to risk and trust evaluations [35ï39]. In order to derive hypotheses for the 

fNIRS experiment, a more thorough literature review is planned that is not reduced to 

NeuroIS research, but also considers neuroeconomics literature as well. From the 

latter, prior related studies have found i.e. that activations in the OFC are strongly 

related to increased purchase intentions [45, 46]). Furthermore, within neuroeconomic 

literature, fNIRS has proven to be a reliable method for assessing neural activations 

on cortical surfaces in the frame of (economic) decision making [47, 48], which is 

also transferable to online shopping contexts [49, 50]. Yet, although fNIRS has prov-
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en to be more robust against artefacts in field studies, EEG is still the most commonly 

applied method to investigate neural correlates in similar contexts [33, 51]. 

Therewith, although the included constructs have been already investigated with 

neuroimaging methods in other ecommerce contexts, both the assessment of facial 

expressions and subsequent measurement of neural activity with fNIRS during and 

after use, are two rather novel approaches. Both of these methods offer rich data and 

might provide further insights not only into risk perceptions of online pharmacies, but 

also into the relation between facial expressions, neural activity, and self-reported 

scales in a timely research context. 
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Abstract. As a result of changes in customersô shopping behaviors and a corre-

sponding increase in omnichannel behavior (i.e., a blend of online and offline 

channels), a good customer experience (CX) is crucial for retailersô success. Af-

fective CX responses are especially crucial in impacting a companyôs marketing 

outcomes, such as a high level of future purchase intentions. Here, we hypothe-

size that a customerôs affective CX is significantly influenced by his or her per-

sonality traits. Based on this hypothesis, we plan to collect physiological data 

(heart rate variability ) and self-report data to study affective CX. Specifically, 

we will examine the relationship between personality traits, affective CX, and 

future purchase channel choice intentions. Based on the findings, we will then 

formulate academic and managerial implications.  

Keywords: Customer Experience, NeuroIS, HRV, Retail, Emotions 

Introduction  

Due to newly available shopping channels (e.g., the internet, mobile apps, or aug-

mented reality), Customer Experience (CX) research including various channels (so-

called omnichannel experiences) is of growing importance for academics and retailers 

alike [1ï5]. In particular, affective CX is highly researched and can significantly 

influence customersô purchase intention (e.g., [4, 6ï8]) and satisfaction [9, 10]. Yet, 

the field is dominated by traditional methods such as self-reports [2, 11, 12]. Against 

this background, we follow explicit calls (e.g., [2, 12ï14]) to advance the CX research 

field in the Neuro-Information-Systems (NeuroIS) direction by combining heart rate 

variability (HRV) and self-report measurements. HRV indicates the variation of the 

time between consecutive heartbeats and reflects the heartôs ability to quickly respond 

to changing circumstances [15]. As such, it can help to understand the current status 

of the autonomic nervous system (ANS) [15] as well as affective responses (i.e., 

stress [16] or other affective states such as amusement [17]). Importantly, personality 

mailto:anna.hermes@jku.at
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traits such as the Big Five can also shape emotions [18], and, at least partially, predict 

HRV responses [19ï21] (e.g., Neuroticism is linked to reduced HRV [22]).  

A wide range of literature investigates the influence of personality on stress (i.e., 

the impact of Neuroticism on physiological stress responses; for a meta-analysis, see 

[16]). However, literature examining the impacts of the Big Five on affective CX in 

general, and positive affective CX in particular, is still limited [11, 23], and further 

calls have been made to systematically study the influences of individual factors such 

as personality on CX (e.g., [2, 24ï26]). Within this context, the proposed study aims 

to extend the literature by (i) measuring CX through questionnaires and physiological 

(HRV) measurement, (ii) examining the effects of the Big Five on affective CX and 

future purchase channel choice intentions, and (ii i) including online as well as in-store 

customers. Hence, the study addresses two research questions: 

RQ1: How can HRV and self-report methods be combined to measure affective CX? 

RQ2: How do the Big Five influence affective CX and future purchase channel 

choice intentions in online and in-store shopping settings? 

Theoretical Background 

Personality Traits  and Affective CX. In 1963, Eysenck [27] formulated the theory 

that personality has a biological basis, and the extended literature has provided evi-

dence that differences in HRV can provide valuable insights for personality and emo-

tions research (e.g., [28, 29]). In a meta-analysis, Chida and Hamer [16] analyzed 27 

studies examining determinants of HRV variations and found that anxiety, Neuroti-

cism, and negative affect were associated with decreased HRV in stress situations. 

This finding is in line with a study by Ļukiĺ and Bates [22], who concluded that a 

higher level of Neuroticism was associated with a decreased HRV in both a resting- 

and stress-condition. However, other studies reported nonsignificant findings for a 

relationship between personality and HRV (e.g., in a stress context [21, 30, 31], or in 

daily life [29]). Evans et al. [30] did not find that Neuroticism and Extraversion im-

pacted HRV, yet extroverts showed lower levels of cortisol reactivity.  

Personality may not only exert influence on biological processes such as HRV, but 

may also shape a personôs affective tendencies [18] as well as purchase channel 

choices (e.g., [32]). Extroverts are characterized by sociability, activity, and seeking 

pleasurable and enjoyable experiences [18]. Initial evidence suggests that extroverts 

share hedonic shopping values; namely, they enjoy shopping and feel excited about it 

[33]. People high in Extraversion were found to spend more time and money at shop-

ping malls [34] and did not only shop for necessities (e.g., groceries) but were prone 

to shop for other goods like shoes and clothing [35]. Hence, we hypothesize:  

1.1 H1: Extraversion positively affects a customerôs affective CX as measured 

through HRV and self-report for (a) online and (b) in-store customers. 

 

Agreeableness was also linked to hedonic shopping values; people high in Agreeable-

ness showed a preference for ludic and aesthetic shopping environments [33]. Addi-
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tionally, Goldsmith [35] found that Agreeableness indirectly (via happiness) influ-

enced the preference to go shopping for shoes and clothing. Hence, we propose: 

H2: Agreeableness positively affects the customerôs affective CX as measured 

through HRV and self-report for (a) online and (b) in-store customers. 

 

Openness to Experience is defined as being imaginative, sensitive, and intellectually 

curious, as well as loving the arts and beauty [18]. This characterization is in line with 

preliminary findings by Guido [33], who linked this personality trait with hedonic 

shopping values. The researcher concluded that people high in Openness to Experi-

ence valued aesthetically appealing shopping environments. Moreover, findings by 

Goldsmith [35] indicated that people high in Openness to Experience did not only 

shop for groceries, but enjoyed shopping for other goods such as clothing and shoes, 

indicating that shopping was not only seen as a necessity. Hence, we argue that peo-

ple high in Openness to Experience show a higher tendency to experience a positive 

CX and propose: 

H3: Openness to Experience positively affects the customerôs affective CX as meas-

ured through HRV and self-report for (a) online and (b) in-store customers. 

 

Conscientiousness is characterized by being well-organized and structured [18]. In 

line with these tendencies, Guido [33] and Gohary and Hanzaee [36] suggest that 

people high in Conscientiousness are functional, task-, and goal-oriented (utilitarian) 

shoppers. Hence, in contrast to, for example, extraverts, we suggest that people high 

in Conscientiousness experience a less positive CX: 

H4: Conscientiousness negatively affects the customerôs affective CX as measured 

through HRV and self-report for (a) online and (b) in-store customers. 

 

Neuroticism is especially linked to strong emotional responses [27] such as anxiety, 

negative emotions, and psychological distress [18]. Guido [33] concluded that people 

high in Neuroticism were utilitarian shopping motivated; hence, their reason to shop 

was often goal- and not enjoyment-driven. Hence, we propose:  

H5: Neuroticism negatively affects the customerôs affective CX as measured through 

HRV and self-report for (a) online and (b) in-store customers. 

Affective CX and Neurophysiological Measurements in Consumer Emotions 

Research. A few researchers have used physiological tools to measure customer 

emotions (see [11], [37], and [14] for a review). Ahn and Picard [38] as well as Popa 

et al. [39], for example, observed facial valence to study product preferences (i.e., a 

customerôs liking of a product). Further, Kindermann and Schreiner [13] used the 

implicit association test (IAT) to measure customersô emotions towards brand stimuli 

(e.g., logos). Additionally, Guerreiro et al. [40] used skin conductance and eye-

tracking to determine customersô visual attention and emotional arousal in product 

choices. However, using physiological measurements in the context of affective CX is 

still limited, and researchers call for future research in this domain (e.g., [2, 12ï14]).  

HRV is a standard indicator when examining parasympathetic influences on the 

heart [41]. Researchers suggest that HRV can be used to assess emotional responses 
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[42]. A meta-analysis of HRV studies suggests that most positive emotions such as 

amusement and joy show increased HRV, while most negative emotions such as an-

ger, anxiety, and fear show decreased HRV [43]. Recently, Wu et al. [17] found that 

participantsô root mean square of successive differences (RMSSD), a major HRV 

measure, was significantly larger for amused participants, and amusement led to a 

decrease in a participantôs heart rate. Yet, the researchers did not find differences in 

HRV for fearful, neutral, or angry participants. This finding is in line with Steenhaut 

et al. [31], who asked participants to watch sad and happy film clips. Results showed 

that the higher a participantôs reported negative emotionality, the higher their HRV. 

This finding, however, is not in line with most existing studies. Thus, we propose: 

H6: People with higher (lower) positive affective CX (as measured through a ques-

tionnaire) show an increased (decreased) HRV for (a) online and (b) in-store custom-

ers.  

1.2 Affective CX and Future Purchase Intentions. The extant literature shows 

that affective CX can impact a customerôs level of satisfaction with online 

shopping as well as with retailersô apps [9, 10, 44ï47]. Moreover, customers 

with positive emotions such as pleasure and enjoyment were more likely to 

shop at a grocery store and also perceived higher hedonic value (e.g., a more 

enjoyable interaction with the retailer) [48, 49]. Hence, mounting evidence 

suggests that a positive affective CX positively impacts future customer 

shopping intentions (see [50] for a review). Hence, for online and in-store 

shoppers we hypothesize:  

H7: A customerôs level of positive affective CX as measured through HRV and self-

report positively impacts future purchase intentions for (a) online and (b) in-store 

customers. 

Proposed Method 

1.3 Research Model. The goal of this study is three-fold. First, we investigate the 

role of the Big Five on affective CX and purchase channel choice intentions. 

Second, our research design examines online as well as in-store behavioral 

intentions. Third, we will measure affective CX through self-report and HRV. 

Fig. 1 visualizes the overall research framework. 
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Fig. 1. Envisioned overall research framework.  

CX = Customer Experience, PANAS= Positive and Negative Affect Schedule 

Participants and Procedure. This study will be conducted together with a grocery 

retailer and participants will be asked to shop at the retailerôs online and physical 

shop. In cooperation with this company, we will recruit 40 participants, of which 20 

participants will shop in-store and 20 online (for further information on sample size in 

HRV research, see [51]). Participants must be healthy without neurological and psy-

chiatric disorders, not using any medications, and show a normal level of physical 

activity. As demonstrated by previous studies (e.g., [22]), we will control for age, sex, 

height, weight, and BMI. On the day of the experiment, we will first inform the par-

ticipants that this study focuses on CX and shopping behavior and then participants 

will be asked to sign the informed consent if they agree to take part. Next, we will 

measure the baseline heart rate (the participant not performing any task) for each 

participant. Because a participantôs posture (e.g., sitting vs. lying [52]), as well as 

walking (e.g., [53ï55]) affects HRV, the baseline will be taken for the online group in 

a sitting condition and for the in-store group in a normal walking condition. In both 

conditions (online as well as in-store), participants will then be given a shopping task. 

All in -store shoppers will be given the same shopping list (the list will include a fixed 

number of light-weight grocery products, e.g., an apple or a yogurt). Next, partici-

pants will be asked to enter the store, collect the products, and place them directly into 

the shopping cart. After collecting all products, participants will check out at the cash 

register. After the check-out, the in-store shoppers will be asked to complete a ques-

tionnaire. Online shoppers will be provided with a computer (with the grocersô web-

site already opened) and they will receive the same shopping list as the in-store shop-

pers. Next, the online shoppers will be asked to find and put all the products from the 

list into the online shopping basket. Finally, participants will be asked to check out. 

After the check-out, the online shoppers will also be asked to complete a question-

naire. 

Measures. As demonstrated by other researchers (e.g., [56, 57]), we will collect HRV 

through a chest belt (Polar H7, linked to a smartphone app) to measure affective CX 

physiologically. We choose HRV because it is less obtrusive than other physiological 

measures, easier to use, widely accessible, and inexpensive [51]. Thus, the introduced 

methods enable scientific researchers, as well as retail marketing and CX practition-

ers, to employ these methods in future research and evaluation studies. At the end of 

the experiment, participants will be asked to complete a questionnaire to assess the 

constructs via self-report measurements. We will use established and validated scales, 

including the German Big Five Scale by Rammstedt and Danner [58] as well as Brey-

er and Bluemkeôs [59] German translation of the Positive and Negative Affect Sched-

ule (PANAS, [60]) to measure affective CX. Lastly, purchase intentions will be as-

sessed (scale adapted from [61, 62]). 
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Data Analysis. Data will be separately analyzed for in-store and online participants. 

Various indicators from electrocardiography (ECG) recordings can help to analyze 

HRV data [41, 63]. Most of these indicators can be divided into a time-domain or a 

frequency-domain of the signal [51]. Indicators within the time-domain mainly focus 

on the time intervals between subsequent normal QRS complexes such as the duration 

of a heartbeat (also known as normal-to-normal R-R interval, NN) [63]. Following 

Baumgartner et al. [57], we will focus on five indicators, three from the time-domain 

and two from the frequency-domain. As time-domain indicators, we will calculate the 

SDNN as the standard deviation of the signalôs NN intervals as well as the SDANN as 

the standard deviation of the averages of the signalsô NN intervals (calculated over 

specific periods). As the last indicator from the time-domain, we will calculate the 

RMSSD, which considers the differences of subsequent NN intervals. These differ-

ences are first squared and, in a second step, these squares are used to calculate the 

square root of the arithmetic mean [57]. Moreover, as suggested by Baumgartner et al. 

[57], we will consider two indicators from the frequency-domain, namely the LF as 

the signalôs power in the low-frequency spectrum (0.04 to 0.15 Hz) and the HF as the 

signalôs power in the high-frequency spectrum (0.15 to 0.5 Hz). As demonstrated by 

Baumgartner et al. [57], we plan to clean the data through the Kubios HRV software, 

which allows for artifact removal/correction based on certain thresholds (e.g., missed 

beats), and further provides the ability to analyze time and frequency domains. It 

should be noted that data cleaning is especially important when employing consumer-

grade devices to measure HRV. Even though automatic cleaning is possible, a human 

investigator is necessary to identify appropriate threshold values for the particular 

data set to avoid over-correction (see also [57]).  

Expected Outcomes and Conclusion 

This study aims to answer the research questions ñRQ1: How can HRV and self-

report methods be combined to measure affective CX?ò and ñRQ2:  

How do the Big Five influence affective CX and future purchase channel choice in-

tentions in online and in-store shopping settings?ò. To do so, we invite participants to 

perform a shopping task in either a physical retailing location (in-store shopper condi-

tion) or an online shop (online shopper condition). We plan to measure participantsô 

affective CX through HRV and self-report measures. Additionally, we will examine 

participantsô Big Five personalities as well as their future purchase intentions.  

The findings from the study will provide implications for other researchers as well 

as retailers. We hope to provide theoretical contributions for future CX researchers, 

and we hope this study will spark an interest in more research within the domain of 

how personality impacts CX and how neurophysiological methods such as HRV can 

be used to measure affective CX. Further, if retailers know how personality influences 

affective CX and purchase channel choice, they can optimize their channels accord-

ingly.  
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Abstract. The development of assistive technologies and guidelines for their 

accessibility is impeded by the limited access to disabled participants. As a con-

sequence, performing disability simulations on able bodied participants is a 

common practice in usability evaluation of assistive technologies. However, 

still little is known about how disability simulation can influence the usability 

evaluation of assistive technologies by able-bodied participants. This research 

proposal explores the effect of a motor dysfunction simulation in able-bodied 

participants that impedes use of a mouse input, but supports gesture-based as-

sistive technology. Results of this study may provide insights on how to im-

prove, via the experimental design, the meaning and the validity of usability 

evaluation of assistive technologies by able-bodied participants.  

Keywords: Accessibility, Usability Evaluation, Disability Simulation, Gesture-

Based Interface, Assistive Technology    

Introduction  

Over a billion people worldwide have some form of permanent or temporary disabil-

ity that restricts their access to many Information Systemsô (IS) inputs such as mice 

and keyboards [1]. In recent years, growing research in and development of assistive 

technologies has strived at maximizing the accessibility of IS via special interfaces. 

However, assessing the usability of assistive technologies with disabled individuals 

poses challenges for labs to identify and recruit disabled subjects, and for the latter to 

participate in research experiments living with a disability. Therefore, usability evalu-

ations are often performed on able bodied participants, which has permitted research 

across a wide range of technologies using various methodological approaches [2, 3, 4, 
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5]. For instance, the effectiveness of assistive technologies, the efficiency and the 

satisfaction with which the task is performed, have been respectively assessed via 

objective measures of task performance, subjective reports of mental and physical 

demand such as the NASA TLX, and subjective reports of user's perceptions and 

attitudes towards the technology [2, 3, 4, 5]. Methods targeting neurophysiological 

measures such as electroencephalographic (EEG) coherence have also been used in 

Human-Computer Interaction (HCI) research to index neural processing effort related 

to psychomotor efficiency during video games [6] and interactive media [7] use. 

However, similar neurophysiological approaches have not been reported in usability 

research on assistive technology, thus constituting an important research gap. 

 

Another very important shortcoming of assistive technology research assessing usa-

bility with able-bodied participants is the very fact that able-bodied participants argu-

ably bias the results of these studies and may thereby negatively affect the develop-

ment of appropriate accessibility guidelines [2, 8, 9, 10]. Indeed, one Brain-Computer 

Interface (BCI) application study reported that a usability evaluation of an assistive 

technology by able-bodied participants was deemed to be generally low in terms of 

efficiency [8]. This was attributable to the participants mentally comparing the BCIôs 

efficiency with traditional input modes (i.e., a mouse) using their functioning limb. In 

another BCI study, a negative correlation was found between able bodied partici-

pantsô performance and satisfaction with a BCI [9]. In contrast, prior reports have also 

shown high subjective ratings of satisfaction by users with disabilities despite their 

reported low performance in using a BCI [10]. The previous results can be seen as an 

extension of the disability paradox that may explain the differences between the posi-

tive self-perception of well-being and satisfaction by disabled individuals and the 

negative perception by able-bodied participants [2, 11]. To improve the meaning and 

the validity of usability evaluations of assistive technologies with able-bodied partici-

pants, HCI and accessibility research has often used disability simulation [12, 13, 14, 

15, 16, 17, 18]. However, little is known about the effect of disability simulations on 

usability evaluation with able-bodied participants. To our knowledge, research that 

uses disability simulations to impede the normal use of a computer input (i.e., mouse 

and keyboard) by able-bodied participants, and has them assessing the usability of an 

assistive technology that supports the simulated disability has not been attempted.  

 

The present research proposal addresses the previous gaps by investigating the effect 

of a hand disability simulation on able bodied participants' usability evaluation of a 

traditional input (i.e., mouse) and a gesture-based input device. Drawing on the task-

technology fit (TTF) literature [19, 20] and a framework on individual-technology fit 

(ITF) applied to BCI [21], we will design a disability simulation that will restrict able 

bodied participantsô ability to naturally use a mouse, but this without impacting the 

use of the gesture-based device investigated in this study. Therefore, our first objec-

tive is to compare the usability evaluation between the mouse-based task (i.e., low 

ITF) and the gesture-based task (i.e., high ITF) to validate our ITF design. Consider-

ing extant approaches and the need for neurophysiological insight, we will use task 

performance, EEG theta band inter-cortical coherence, and self-reported measures to 
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compare the two input devicesô usability respectively according to the following di-

mensions: 1) input device effectiveness, 2) input device efficiency and 3) user satis-

faction with the input device. Correspondingly, we predict that, as compared with the 

mouse control, the gesture-based inputs will allow participants to achieve superior 

task performance (i.e., higher effectiveness), with better motor efficiency, in associa-

tion with increased inter-cortical coherence between motor and sensory processing 

regions, and increased self-reported satisfaction with the technology. Our second and 

main objective is to show that when able bodied participants can first experience the 

limit of their normal input controls (i.e., mouse and keyboards) with a disability simu-

lation prior to testing an assistive technology well suited for their simulated disability, 

their perception and thus evaluation of this technology may be positively influenced 

as they can fully grasp its usability. Therefore, we further predict that the order in 

which the experimental tasks are performed will affect the extent to which the assis-

tive technology has an enhancing effect on the satisfaction dimension of usability. 

More specifically, we expect that the ratings of perceptions and attitudes towards the 

gesture-based input device will be more positive when the gesture-based task follows 

the mouse-based task than when it precedes it.  

Methods 

Input Technologies 

The two input technologies that will be compared in this study are a traditional 

mouse, and the leap motion controller (LMC). The LMC is a popular gesture-based 

system targeting hand and finger movements. This device uses three infrared LED 

lights and two infrared cameras to track the position and movements of defined ob-

jects like hands, fingers, or tools that are within a range of approximately 25 to 600 

millimeters above it [22, 23] (See Fig. 1). HCI research has validated the LMC as a 

contact-free pointing device using standard tests such as the Fitts paradigm or the ISO 

9241-9 serial point-selection task [22, 23, 24, 25, 26]. This test provides a widely 

recognized metric in research and in the industry, the Fittsô throughput, which com-

bines measures of movement time, distance and accuracy with a pointing device [26]. 

The Fitts paradigm is applicable to the pointing and dragging interactions of various 

standard devices, including a mouse, trackball, stylus, or contact-free devices like the 

LMC [23, 24]. Research comparing the usability of the LMC to traditional mouse 

input by able-bodied participants have generally shown superior task performance, 

with higher efficiency and satisfaction [24, 27]. 

 

Disability Simulation  

Disability simulations in HCI include reduced dexterity and tactile loss with a splint 

or special glove, or reduced vision and audition with eye patches or earplugs [12, 14, 

15]. It may appear ironic to use a gesture-based control as an assistive technology for 

a user with motor disability. However, it is important to distinguish severely impaired 

users, who could be supported by systems like BCI, and moderately impaired users, 

who could be using part of their motor function. As an example, one disability simu-
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lation that could impede the use of a traditional mouse but would be supported by the 

LMC is the Cambridge simulation gloves [28]. This glove could allow restricting the 

ability to grip and use a mouse without affecting LMC control with open hand move-

ments (See Fig. 2).   

 

Task 

As mentioned earlier, the Fitts paradigm or the ISO 9241-9 serial point-selection task 

has been traditionally used to compare and assess novel pointing devices in HCI [23, 

24] (See Fig. 1). In this task, users need to horizontally move a cursor to click on 

instrumental targets while the distance between the two targets and their horizontal 

size vary from one click to another. Using the LMC, the serial point-selection task has 

typically been performed with a pointing finger (i.e., the index). The LMC also allows 

using our open hand to control the direction of a cursor in a 2D plane with wrist flex-

ion and rotation. Therefore, the ISO 9241-9 serial point-selection task is well suited to 

address our research question. Other tasks that could be of interest to our research are 

a game or a more naturalistic interface navigation or communication task. Indeed, 

while the LMC was not specifically designed for disabled users, this tool has been 

widely used as a therapy-driven serious game for hand rehabilitation [29, 30, 31, 32, 

33, 34]. These games involve open hand gestures that are based on specific hand 

motor rehabilitation therapy movement [32] to control objects (e.g., plane or ball) in a 

3D environment [29] or to perform a drawing task. Some games also allow recording 

performance metrics (e.g., score, time to complete) that can be gathered via Applica-

tion Programming Interfaces (APIs) [22].  

 

 
Fig. 1. The left image shows the LMC features and dimensions in centimeters [23]. 

The right image shows the Fitts paradigm or the ISO 9241-9 serial point-selection 

task with a given distance (D) between the targets with given width (W) [24]. 

Experimental Design 

We propose a two-factor within-subject experiment with repeated measures using a 

sample size of 20 able bodied participants. The first experimental factor will be the 

input technology, and more specifically the task-technology fit determined by the 

extent to which either the mouse or the LMC is adapted for the task performed with a 

simulated hand disability. The second factor will be the order in which the technolo-

gies are experienced.  
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Fig. 2. Experimental design that consists of two blocks (mouse and LMC) of three 

iterations of the same task. A usability scale is administered after each block. The 

order of the blocks and task assignment within them are randomized. Both blocks are 

performed with the same disability simulation glove. 

 
Subjective Measurement 

Our usability scale focuses on the broad category of satisfaction, which is determined 

by perceptions and attitudes towards the technology [2]. Therefore, we will select 

questionnaire items borrowed from IS literature on Information Technology (IT) 

perception and acceptance [35, 36], self-efficacy [37, 38], and task- or individual-

technology fit [19, 20, 21]. We will assess the following variables: Perceived Useful-

ness (PU) and Ease of Use (PEOU) as the extent to which the user believes that using 

the technology enhances his or her task performance (4 items), and the extent to 

which the user believes that using the technology is free from effort (5 items) [35]; 

Self-Efficacy (SE) as the extent to which the user believes that he or she has the abil-

ity to accomplish the task (3 items) [36, 37, 38]; Perceived Individual-Technology Fit 

(PITF) the extent to which the user believes that he or she has characteristics that 

match with the technology to enable its use (1 item) [21]; Satisfaction (S) as the ex-

tent to which the user is satisfied with the technology (1 item); and Intention to Rec-

ommend (IR) the technology for an individual that has similar motor disability as the 

one simulated by the splint (1 item).  

 

Objective Measurement 

We will assess task performance via Fittsô throughput for the ISO 9241-9 serial point-

selection task, and other performance metrics (i.e., score) for the navigation game or 

task. We will also record EEG signals at a 500 Hz sampling frequency using a 32-

channel BrainVision Recorder system (Brain Products GmbH). We will measure theta 

band inter-cortical coherence as an index of neural effort related to psychomotor effi-

ciency. This will allow us to infer the efficiency of the technology in achieving the 
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task. 

 

Anticipated analysis 

Our two hypotheses will be investigated using a single repeated measures (RM) 

ANOVA separately for each dependant variable: Fittsô throughput (task perfor-

mance), inter-cortical coherence (psychomotor efficiency), and the six satisfaction 

subscales (PU, PEOU, SE, PTTF, S, IR).  

Expected Contributions 

In line with the call for societal contributions in NeuroIS research [39], this proposal 

aims at testing a novel disability simulation approach to impair traditional input (i.e., 

mouse) in order to enhance the perception of assistive technology by able-bodied 

participants in usability evaluation. By addressing an extension of the disability para-

dox [2], the results of this study may show that well-designed disability simulations 

and scenarios can positively influence usability evaluation by able-bodied participants 

of assistive technologies. Consequently, this may lead to the emergence of richer and 

more valid insights from able bodied participants that will contribute to the develop-

ment of contextually relevant accessibility guidelines. 

 

Finally, we hope that the proposed design will allow further investigation with non-

invasive brain stimulation methods. Transcranial direct current stimulation (tDCS) is 

a type of neuromodulation that delivers a constant and low direct current on the head 

via electrodes and has been used in few NeuroIS studies [40, 41, 42]. Related to this 

research proposal, a recent systematic review and meta-analysis recently revealed the 

potential for Anodal tDCS in increasing measures of cognitive empathy experienced 

by healthy adults in lab experiments [43]. Therefore, it may be interesting to explore 

the potential of tDCS in positively influencing able bodied participantsô empathy 

towards disabled people, and thus their perception of an assistive technology as they 

perform a computer-based task with a disability simulation. tDCS was also shown to 

enhance motor learning, and has important applications in rehabilitation purposes, 

including training for recovery of motor functions after a stroke [44, 45, 46]. Alt-

hough the LMC has been widely used as therapy for motor function rehabilitation [29, 

30, 31, 32, 33, 34], no research has explored the potential of combining both tDCS 

and LMC. Therefore, this study may pave the way to the development of novel thera-

py for motor dysfunction recovery.  
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Abstract. At this stage, empirical studies in the NeuroIS field have been con-

ducted primarily in laboratory environments. However, the continuing advances 

in sensor technologies and software interfaces have created novel opportunities 

to explore the potential of NeuroIS not only in highly controlled lab environ-

ments but also in the wild. In this exploratory study, we focus particularly on 

the potential of conducting NeuroIS studies in remote home environments 

(NeuroIS@Home) by physically sending equipment (e.g., sensors) to the partic-

ipantôs location and/or utilizing existing equipment in the participantsô envi-

ronment (e.g., cameras, input devices). To explore the potential of Neu-

roIS@Home, we conducted an online expert survey with 16 respondents. We 

identify higher external/ecological validity of experimental results and the po-

tential of scalability as the most promising opportunities, whereas the lack of 

control over environmental factors and data quality turned out to be the most 

severe challenges. 

Keywords: NeuroIS · Expert Survey · NeuroIS@Home · Home Environments. 

Introduction  

Over the past fifteen years, scholars in the field of NeuroIS have built on neuroscience 

theories, methods, and tools to advance our theoretical and practical understanding of 

the development, adoption, and impact of information systems in various application 

domains [1, 2]. Notwithstanding the insights that have been gained from this pioneer-

ing work, it is important to note that up to this point, NeuroIS studies have primarily 

relied on experiments in controlled lab environments [2, 3]. It is safe to state that this 

reliance on controlled lab environments is inherently linked to the technical and 

methodological requirements of neurophysiological measurements. However, com-

plementing the controlled environment of lab experiments with experiments in less 

controlled environments in the wild (e.g., online, field) can allow researchers to con-

sider different aspects of validity. Each form of experimentation manifests in different 

levels of internal, external, and ecological validity (known as the ñthree-horned di-
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lemmaò) [4]. Against this backdrop, it is not surprising that there have been repeated 

calls in the NeuroIS field for conducting more experiments in the wild [2, 5]. 

In this paper, we explore opportunities and challenges of conducting NeuroIS stud-

ies in the wild, particularly in remote home environments, which we call ñNeu-

roIS@Home.ò Instead of participants coming to a laboratory, all necessary equipment 

along with instructions would be sent out to the participants and/or participants use 

their own sensor equipment to conduct the experiment remotely without on-site re-

search staff (e.g., in the participantôs home). Thereby, we build on the recent devel-

opments in the proliferation of consumer-grade sensor technologies (e.g., heart rate 

measurements using smartwatches [3]) and analytics libraries (e.g., eye tracking and 

remote photoplethysmography from consumer-grade webcams [6]). Beyond that, 

shutdowns due to the COVID-19 pandemic impede or even prevent data collection in 

laboratories [7], further driving the exploration of complementary approaches outside 

conventional lab facilities. To investigate the potential of NeuroIS@Home in more 

detail, we have conducted an exploratory online expert survey. Based on the opportu-

nities and challenges identified by 16 experts, we derive superordinate categories in 

an iterative process that shed light on the expertsô current view on NeuroIS@Home.  

Background 

Most NeuroIS studies performed in the past decade rely on laboratory experiments 

employing high-end equipment [2], thereby profiting from a range of methodological 

advantages associated with controlled laboratory conditions ï most prominently high 

internal validity. Complementary to these conventional studies, there have also been 

efforts to conduct NeuroIS studies in field settings [8, 9]. Thereby, the use of portable 

consumer-grade devices, e.g., to assess heart rate variability (HRV) [10], eye move-

ments [11, 12], and even electroencephalography (EEG) [13] was proposed to facili-

tate NeuroIS experiments in the wild. Although technology is developing rapidly and 

such devices are already widely available, their adoption in NeuroIS research is still 

scarce, which raises the question of why researchers are still reluctant to conduct such 

studies at large scale. Therefore, it is essential to explore researchersô considerations 

with regard to conducting NeuroIS studies in the wild. 

One setting for conducting such remote NeuroIS studies could be to send out 

equipment and instructions to the participants and let them conduct the experiments 

on their own (e.g., at home), or even let them use their own devices to collect data as 

suggested by [5]. Following the NeuroIS research frameworks introduced by [14] and 

[15], this will mainly affect the identification of research questions (e.g., allowing for 

investigation of situations that cannot be simulated in the lab), the experimental de-

sign (e.g., need to take participantsô abilities into account and provision of appropriate 

assistance), and the data collection (e.g., regarding the choice of devices, trouble-

shooting strategies, and ensuring data quality) (see Fig 2). Naturally, conducting Neu-

roIS studies in remote home environments will come with its own opportunities but 

also challenges within each of these phases that need to be considered in an early 

stage of developing appropriate methods and tools.  
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Fig 2. Phases in the NeuroIS research framework [14, 15] potentially affected by 

NeuroIS@Home experiments 

Expert Survey 

To explore the potential of NeuroIS@Home, we conducted an online expert survey. 

We invited 24 colleagues from our scientific network who at least conducted one 

experiment using NeuroIS tools to participate, from whom 16 filled out the survey. 

On average, it took 13.3 minutes to complete the survey and among our respondents 

were 6 professors, 5 postdoctoral researchers, 3 Ph.D. students, and 2 master students.  

Expertise: After a short introduction of the survey aims, respondents were asked 

to state their expertise in 8 commonly-used NeuroIS tools1 taken from [1] (on a scale 

from 1 (very low) to 10 (very high), or ñno expertiseò). In our sample, expertise was 

highest in Eye Tracking (13 respondents, 9 with rating > 5), followed by SCR (12, 4), 

ECG (11, 7), EEG (11, 5), fEMG (8, 0), fMRI (7, 1), PET (6, 1), and MEG (6, 1). 

Two respondents stated expertise with further tools (Photoplethysmography, Func-

tional Near-Infrared Spectroscopy, Functional Magnetic Resonance Spectroscopy). 

All experts reported expertise with at least one of the tools for which wearable sensors 

exist such that they can be considered relevant for the NeuroIS@Home scenario (i.e., 

Eye Tracking, SCR, fEMG, ECG, or EEG). Further, 37% of our sample had experi-

ence in conducting a NeuroIS experiment outside a controlled lab environment.  

Scenario: The following scenario was presented to the respondents: ñPlease imag-

ine that you have a promising research idea that involves using a neurophysiological 

tool to conduct an experiment. As an alternative to inviting participants to a laborato-

ry, one of your colleagues pitches the idea to put all the necessary equipment along 

with instructions in a box and send it out to a participant. In this setup, you should let 

the participants conduct the experiment remotely on their own (e.g., at home).ò 

Challenges & Opportunities: Based on the scenario, respondents were asked to 

share at least three opportunities and challenges they see with respect to the described 

NeuroIS@Home scenario. Out of their points mentioned, the respondents were then 

asked to choose the two most severe challenges as well as the two most promising 

opportunities. In total, we received 57 opportunities (M(SD) per respondent: 4.3 (1.4)) 

and 69 challenges (3.6 (1.5)), which were classified in an iterative procedure by three 

 
1 NeuroIS tools: Eye Tracking, Skin Conductance Response (SCR), Facial Electromyography (fEMG), 

Electrocardiogram (ECG), Functional Magnetic Resonance Imaging (fMRI), Positron Emission Tomog-

raphy (PET), Electroencephalography (EEG), Magnetoencephalography (MEG). 
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researchers. Overall, the procedure resulted in 16 categories (see Table 1) of which 5 

are linked to opportunities, 7 to challenges, and 4 that are associated with both (chal-

lenges/opportunities not matching any category ended up in the category other).  

Table 1. Summary of categorized challenges and opportunities.  

category 

challenges (most 

severe // induced by 

the scenario) 

opportunities (most 

promising // induced 

by the scenario) 

total 

external / ecological validity  17 (14 // 9) 17 

convenience/ease of participation  7 (1 // 2) 7 

independence of lab infrastructure  4 (2 // 1) 4 

new research questions  3 (1 // 1) 3 

longitudinal studies  2 (1 // 1) 2 

data quality 14 (9 // 5)  14 

lack of control 13 (7 // 5)  13 

equipment damage / loss 7 (3 // 3)  7 

logistics 6 (1 // 2)  6 

setup (installation, calibration, sensor attachment) 6 (3 // 0)  6 

hard- / software requirements 3 (2 // 1)  3 

remote troubleshooting / support 3 (1 // 0)  3 

data transfer, security / privacy, sovereignty 7 (4 // 4) 3 (0 // 0) 10 

scalability 1 (1 // 0) 9 (6 // 1) 10 

participant / sample diversity 1 (0 // 1) 5 (2 // 2) 6 

costs 1 (1 // 1) 1 (0 // 0) 2 

other 7 (1 // 4) 6 (2 // 2) 13 

total 69 57 126 

 

Whereas most opportunities are covered by the categories external/ecological va-

lidity, convenience/ease of participation, and independence of lab infrastructure, most 

challenges refer to data quality, lack of control, and equipment damage/loss. Howev-

er, the opportunities in connection with increased external/ecological validity were 

considered the most promising (e.g., experts mentioned ñless artificial surroundingò 

or a ñreduced interviewer biasò as benefits). The most severe challenges are seen in 

the data quality (e.g., due to ñincreased noise in dataò or ñincreased loss of dataò) and 

lack of experimental control, including different kinds of ñissues with participantsô 

adherence to the experimental protocolò as well as ñlow control in terms of environ-

mental conditions (light, temperature, noise, etc.).ò Besides, four categories contained 

both, challenges and opportunities. For instance, the category data transfer, securi-

ty/privacy, and sovereignty includes, on the one hand, challenges regarding privacy 

concerns or data transmission, but, on the other hand, opportunities regarding partici-

pants obtaining control and awareness of data being collected. Furthermore, the po-

tential of scalability was rated as the second most promising opportunity, but also as a 

challenge by one expert if, for instance, an institution only owns a limited number of 

devices to send out. Additionally, several experts highlighted the opportunity to in-

crease the sample diversity (e.g., recruit persons who would generally not come to the 
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lab due to distance, special needs, disability, or time constraints), but one also stated 

that a self-selection bias might be increased in such a setting. The category other 

contains statements containing topics that only occurred once and could thus not be 

grouped with any other statements. Nevertheless, notable aspects were brought out, 

such as the challenge addressing the ñnecessity to simplify experimental proceduresò 

as well as the opportunity of ñhigher hygiene, reuse of electrodes are avoided by defi-

nitionò and ñincreased long-term trust in NeuroIS experiments,ò which certainly de-

serve attention. 

Concerning the most severe challenges, we asked the respondents to think about 

measures that could be taken to remedy the challenge. All but three experts stated that 

they have ideas about such measures. These encompass very clear instructions, re-

mote camera surveillance, insurances, or deposits, among others.  

Since we are aware of that opportunities and challenges may be dependent on the 

respective NeuroIS tool, respondents should reflect on which NeuroIS tools (out of 

the tools relevant for NeuroIS@Home, see above) they apply or whether they are 

induced by the overall scenario. Table 1 reports the number of challenges and oppor-

tunities within each category explicitly labeled as induced by the scenario. Overall, 

this applies to 26 out of the 69 challenges (38%) and 19 out of the 57 opportunities 

(33%). We further find that 20 challenges (29%) and 13 opportunities (23%) were 

marked as being related to all tools. Table 3 in the appendix lists detailed results on 

how the categorized challenges and opportunities relate to individual tools. 

Relevance: Table 2 shows further results indicating that the expertsô stated likeli-

hood to conduct NeuroIS@Home experiments within their own research (ñHow likely 

is it that you would apply the approach of conducting NeuroIS experiments remotely 

(e.g. at the participantôs home) in the future?ò) increases in the next years and that the 

overall potential (ñDo you see any potential in the approach of conducting NeuroIS 

experiments remotely (e.g. at the participantôs home)?ò) is rated highest in case using 

a lab is impossible. The stated likelihood that the potential will change within the next 

five years (ñHow likely is it that the potential will change within the next five 

years?ò) is mixed among the surveyed experts. Most of them argue that technological 

advances affecting cost, availability, handling, etc., might influence their assessment 

in this regard.  

Finally, we were interested in the respondentôs view on a slightly modified scenar-

io in which participants collect data via their own hardware (e.g., smartwatches, 

webcams). Expected advantages include the potential to collect more data, less ad-

ministrative effort, and more realistic settings. However, they also raise concerns 

about the lower data quality of these devices compared to established NeuroIS tools. 
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Table 2. Descriptive statistics exploring the potential of NeuroIS@Home.  

  Answers on 7-point Likert Scale   

Question  1 2 3 4 5 6 7 M SD 

Likelihood to apply Neu-

roIS@Home in future  

(1 = very unlikely | 7 = very 
likely) 

< 1 years 8 2 0 0 3 3 0 2.81 2.13 

1-5 years 6 1 0 1 3 3 2 3.69 2.36 

> 5 years 6 2 0 0 1 1 6 3.94 2.75 

Potential of Neu-

roIS@Home  

(1 = very low potential | 7 = 
very high potential) 

In case using a lab 

is impossible 
1 1 1 3 1 3 6 5.19 1.91 

as complement to 

lab experiments 
1 2 0 2 2 5 4 5.06 1.89 

as general alterna-

tive to lab experi-
ments 

2 3 1 2 1 4 3 4.31 2.14 

Likelihood that potential will change with in 

next five years? 

(1 = very unlikely | 7 = very likely) 

1 4 1 3 2 3 2 4.13 1.90 

Future Research 

Even though the present study provides a number of intriguing considerations re-

garding the challenges and opportunities of NeuroIS@Home, further research is re-

quired to address the subject matter. As a next step, a follow-up survey could expand 

the insights of the present study by recruiting a larger sample of NeuroIS experts. 

Further, we argue that only if NeuroIS@Home study designs take into account the 

participants needs, researchers can benefit greatly from the new opportunities for their 

research purposes. Thus, it will be equally important to consider the participant per-

spective on the potential of NeuroIS@Home. By recruiting both experienced (i.e., 

participants of a previous NeuroIS study in the lab) and inexperienced subjects and 

contrasting these insights with the perspective of NeuroIS scholars, future research 

can develop a comprehensive and holistic understanding of the potential of Neu-

roIS@Home. The extracted knowledge may serve as a starting point to iteratively 

develop a set of guidelines and best practices for conducting NeuroIS@Home studies. 

As indicated by the experts within the survey, the alternative scenario of including 

participantsô own sensor equipment instead of sending out the tools could bear high 

potential for future NeuroIS investigations. We see it as an integral part of Neu-

roIS@Home that we only touched slightly within the present paper.  

Concluding Note 

While at this stage the majority of empirical NeuroIS studies have been conducted in 

laboratory environments, recent technical and societal developments around sensor 

technologies, software interfaces, and social distancing have sparked a debate around 

how NeuroIS research can be conducted in the wild. In this study, we reported the 

results of an exploratory expert survey on the potential of conducting remote Neu-

roIS@Home experiments. Given this workôs exploratory nature, we acknowledge that 

the identified challenges and opportunities are not necessarily mutually exclusive and 
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collectively exhaustive. In this vein, we see this work as a starting point and hope that 

the identified challenges and opportunities will be valuable for researchers to itera-

tively develop methodological and technical approaches that reduce barriers for Neu-

roIS experiments in the wild. Accompanying other elements, this may contribute to 

addressing the ñthree-horned dilemma.ò Further, we acknowledge that with the cur-

rent state of technology, there are still significant challenges that limit the reliability 

of neurophysiological measurements in home environments. Nevertheless, it is likely 

that further technological advances could soon help to alleviate these concerns. 

 

Appendix: Further Results 

Table 3. Relations between tools and challenges / opportunities. 
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external / ecological validity 8 4 3 5 4 24 9 

convenience / ease of participation 5 3 1 4 4 17 2 

independence of lab infrastructure 2 1 1 1 1 6 1 

new research questions 2 - - - - 2 1 

longitudinal studies - 1 - 1 - 2 1 

data quality 9 3 1 3 3 19 5 

lack of control 8 5 3 5 5 26 5 

equipment damage / loss 5 4 5 5 5 24 3 

logistics 4 3 3 4 3 17 2 

setup (installation, calibration, sensor 

attachment) 
5 4 5 4 5 23 0 

hard- / software requirements - 1 - 1 2 4 1 

remote troubleshooting / support 3 2 2 2 2 11 0 

data transfer, security / privacy, sovereignty 6 5 4 5 5 25 4 

scalability 9 5 3 6 5 28 1 

participant / sample diversity 3 2 1 2 2 10 3 

costs 1 - - 1 - 2 1 

other 6 6 4 6 5 27 6 

 76 49 36 55 51 
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Abstract. NeuroIS scholars increasingly rely on more extensive and diverse 

sensor data to improve the understanding of information system (IS) use and to 

develop adaptive IS that foster individual and organizational productivity, 

growth, and well-being. Collecting such data often requires multiple recording 

devices, which leads to inflated study cost and decreased external validity due 

to greater intrusion in natural behavior. To overcome this problem, we investi-

gated the potential of using an around-the-ear electrode array capable of captur-

ing neural and cardiac activity for detecting an additional set of variables, 

namely facial muscle activity. We find that reading, speaking, chewing, jaw 

clenching, and six posed emotion expressions can be differentiated well by a 

Random Forest classifier. The results are complemented by the presentation of 

an open-source signal acquisition system. Thereby, an economical approach for 

naturalistic NeuroIS research and artefact development is provided. 

Keywords: Face Activity  Å Distal EMG Å cEEGrid Å OpenBCI Å Random Forest 

Introduct ion 

Observing neurophysiological and behavioral activity offers exciting possibilities like 

the support of productivity, personal and social growth, and general well-being [1, 2]. 

This potential is enabled by placing sensors on or near a person, which collect data in 

high temporal resolution and real-time. NeuroIS researchers leverage these data to (1) 

develop better understandings of IS use, acceptance and engagement [1]; or (2) for the 

development of adaptive IS for the regulation of states like mental workload, stress or 

flow [1, 2]. Despite the substantial advancements in the past decade [1, 2], the obser-

vation of such intangible phenomena remains a major challenge due to the lack of 

one-to-one relationships between physiological and psychological variables [3]. To 

address these challenges, there is an increasing consensus that data collected from 

multiple sensors is required [4, 5]. As NeuroIS research requires efficiency, mobility 

and low intrusiveness to realize externally valid studies, a multi-sensor approach is, 

however, often difficult to implement.  

mailto:%7D@kit.edu
mailto:perusquia
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To overcome this problem, we explore the potential of extending the known fea-

ture space of a recently developed wearable sensor called cEEGrid [6]. cEEGrids are 

placed around the ear and conveniently collect neural and cardiac activity [6, 7]. We 

argue that they have the additional capability of collecting other variables indicative 

of mental and physical states, namely facial muscle activity patterns, by capturing the 

spatio-temporal progressions of electrical activity generated from facial muscles. To 

assess this potential, we conducted a controlled laboratory experiment in which par-

ticipants repeatedly posed 12 different facial activities (FA). We find that a Random 

Forest classifier can differentiate these activit ies to a promising degree with an aver-

age F1-score of 0.77. Speaking, jaw clenching, chewing, yawning, and posed smiling 

can all be detected with an average F1-score of ~0.85. These results highlight the 

added potential of using the cEEGrid sensors for the unobtrusive study of neural and 

behavioral (facial) activities and related phenomena of high interest to NeuroIS schol-

ars. As an additional contribution, we show that the sensor is usable with a low-cost 

open-source biosignal acquisition system for which the reproduction materials are 

made available. 

Related Work 

The cEEGrids are flexible, printed Ag/AgCl electrodes arranged in a c-shaped array 

to fit around the ear [6] (see Figure 1). These sensors have been developed to unob-

trusively and comfortably collect EEG data in field settings, enabling high-quality and 

multiple hour EEG recordings [6, 8ï10]. So far, the cEEGrids have demonstrated 

their ability to record typical EEG patterns related to visual stimulation [6], auditory 

stimulation [8, 11ï13], sleep stage detection [7, 14, 15] and changes in mental work-

load [16]. Furthermore, the possibility to extract an ECG trace from the cEEGrid data 

has been demonstrated [7]. However, the research on cEEGrids has, up to now, fo-

cused on answering fundamental EEG methodology questions. The placement close 

to the face and the numerous dispersed electrodes led us to consider if  the activity of 

muscles in the face can be collected through distal EMG measurement.  
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Fig. 3. The cEEGrid recording system. Left: Two cEEGrid electrodes showing the electrode 

positions. Right: The OpenBCI biosignal acquisition board with cEEGrids. 
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Distal EMG research has seen increasing interest for various applications due to 

the benefit of recording a phenomenon of interest from less visible or obtrusive re-

cording sites. These approaches operate by the principle of volume conduction to pick 

up electrical potentials that propagate through the body. A prime example of distal 

EMG measurement is the research on affective facial expression recognition. To in-

vestigate the detection of emotion expression in real life, researchers have, for in-

stance, employed the placement of electrodes on the side of the head to successfully 

differentiate real from posed smiles and even related micro-expressions [17]. Compa-

rably, there has been increasing research on the ear-adjacent electrophysiological 

recording to pick up the heartôs electrical activity [7], or to record neural activity from 

inside or around the ear [6, 18]. Here, we follow the same distal EMG principles to 

explore which facial muscle activity patterns can be reliably differentiated from each 

other using the cEEGrids. 

Method 

A controlled experiment was conducted to collect data for an FA classifier (see Figure 

2). Participants completed resting phases, performed maximum voluntary contraction 

(jaw clenching), read aloud text passages, chewed on gum, yawned, and mimicked 

one of six discrete emotion expressions shown on screen (see exemplary instructions 

in Figure 3). Each task was performed multiple times for a few seconds with a three-

second break between consecutive trials (see Figure 2 for the trial counts and dura-

tions). Upon arrival, participants were informed about the recording and signed the 

consent form. Afterwards, the gelled cEEGrids were attached, and the signal quality 

assessed. Then, the experimenter left the room, and the experiment was completed 

autonomously by the participants. Data were collected for five healthy participants (2 

female) in the age range of 25 to 37 (mean = 30). 

 
Preparation

Welcome, 

Consent, 

Sensor Attachment, 

Demographic Survey

Facial Activity Production Phase (Fixed Order )

Eyes Closed Rest 

(70s)

Eyes Open Rest Cross 

(70s)

Eyes Open Rest Video 

(70s)

Jaw Clenching

(40x 3s)

Speaking

(2x 40s)

Chewing

(40x 3s)

Yawning

(40x 3s)

Happy / Angry / Disgusted / Fear / Sadness / Surprise Face Expression (i.e. 6x Facial Emotion Expression)

(12x 4s)

Total Duration: ~35m

Instructions (Reading)

(~60s)

 

Fig. 4. Visualization of the experiment procedure with phase durations and repetitions 

The cEEGrids were connected to an OpenBCI Cyton board with Daisy shield (see 

Figure 1). The OpenBCI biosignal acquisition system has been introduced to the mar-

ket in 2014. Since then, it has been increasingly used in scientific research2 that seeks 

to leverage more accessible and flexible technology for cognitive-affective phenome-

na investigation and BCI development [19]. Thereby, it has so far been more readily 

 
2 At the time of writing, almost 200 research articles using the OpenBCI system are listed on 

the manufacturers website: https://docs.openbci.com/citations; Last retrieved 12.04.21 

https://docs.openbci.com/citations
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employed in computer science research but is now also starting to appear in the IS 

discipline [20]. The combination of cEEGrids and OpenBCI amplifiers enables the 

low-cost mobile biosignal acquisition on 18 recording channels (two for reference and 

ground). For this purpose, electronics components and 3D-printed enclosures were 

designed. While this novel setup means that two electrodes had to be left out from the 

possible recording sites (here, channel L3 and R3), the use of this open-source plat-

form allows for a much less expensive (~1.500 USD instead of ~8.000 USD) and 

flexible (i.e., prototyping friendly) recording solution. Both aspects are important 

when considering NeuroIS research setups and applications that should be usable in 

various settings and for various levels of scholarôs methodological experience.  

 

Fig. 3. Exemplary screenshots of the instructions and reactions during the posed yawning and 

emotion expressions (here: happy and disgust) experiment phases. Notice how the cEEGrids 

are not visible from this frontal view. 

Each channel signal was first mean-centered, then band-pass (FIR 5-62 Hz) and 

notch (50 Hz) filtered. Following, the signals were epoched using non-overlapping 

one-second windows. We extracted a first feature set (FS1-Signal) for each epoch com-

prising the sum, maximum, Hurst exponent [21], Petrosian and Higuchi Fractal Di-

mension [22, 23], and the Hjorth parameters Activity, Mobility, and Complexity [24]. 

These features were chosen due to their signal describing properties and their previ-
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ous use in EEG-based event detection [25, 26]. Two additional feature sets were cre-

ated that additionally include the same features computed for the first three independ-

ent components (ICs ï considered to capture the main muscle activity of interest - 

FS2-Signal+), and the same features for all ICs together with median and SD statistics of 

the rectified and smoothed ICs (using a 100ms sliding-window median smoother on 

the absolute signal ï similar to related distal fEMG work [17] ï FS3-All). Features were 

computed for each channel resulting in datasets with 128, 152, and 248 features and 

between 1746 and 1966 samples. 

Results 

As classifiers, Random Forest, Support Vector Machine, AdaBoost, Logistic Regres-

sion, and a Multi-layer Perceptron were tested. Each classifier was trained for a single 

participant to explore how well FA events can be detected on a subject-specific level 

through this relatively short data collection period (~30 minutes). Overall, Random 

Forest classifiers with 100 trees showed the best performance. To evaluate the model 

results, stratified five-fold cross-sampling was used with Synthetic Minority Over-

sampling (SMOTE) to account for the dataset imbalance [27]. The performance met-

rics reported in Table 1 represent the average of all folds. 

Table 4. Results of the classifier for twelve classes, measured with the F1-score. Values in 

rows are aggregated across participants. M = Mean, SD = Standard Deviation, MIN = Mini-

mum, MAX = Maximum.  
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FS1-Signal ï Cross-FA Mean per Participant: .37, .53, .56, .63, .64 

M .54 .64 .64 .68 .78 .72 .72 .35 .27 .43 .24 .48 .54 

SD .06 .12 0.36 .09 .08 .09 .15 .14 .16 .14 .16 .12 .14 

MIN  .47 .50 .11 .57 .67 .60 .52 .12 .04 .29 .28 .32 .37 

MAX  .59 .80 .91 .81 .87 .81 .88 .48 .40 .60 .37 .59 .64 

FS2-Signal+ ï Cross-FA Mean per Participant: .56, .62, .70, .70, .75 

M .71 .63 .80 .72 .78 .76 .78 .61 .46 .61 .39 .60 .65 

SD .20 .14 .19 .12 .08 .04 .09 .13 .15 .09 .26 .10 .13 

MIN  .49 .42 .47 .60 .65 .71 .67 .45 .25 .50 .49 .46 .56 

MAX  .98 .79 .92 .90 .86 .81 .87 .78 .64 .71 .55 .70 .75 

FS3-All ï Cross-FA Mean per Participant: .70, .77, .78, .80, .80 

M .91 .63 .87 .91 .83 .78 .83 .67 .63 .76 .66 .78 .77 

SD .06 .07 .05 .08 .04 .04 .04 .05 .08 .06 .18 .03 .07 

MIN  .84 .53 .81 .77 .76 .72 .77 .60 .51 .68 .40 .75 .70 

MAX  .97 .71 .93 .95 .88 .82 .89 .72 .70 .82 .78 .81 .80 

The classification accuracy increases with the inclusion of the additional features 

with an improvement of the grand mean F1-score from 0.54 to 0.77. The FA poses 
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that benefited most from the additional features are reading and emotion expressions. 

Overall, the FS3-All classifier can differentiate the 12 different FA to a promising de-

gree with an average F1-score of 0.77 (SD: 0.07). These scores still vary by FA type, 

with activities involving larger facial muscles strongly (e.g., muscles close to the jaw 

- masseter and zygomaticus major) showing better prediction scores (e.g., clenching, 

speaking, chewing, yawning, and smiling). An interesting finding is also, that reading 

shows high prediction accuracy, a finding that is likely based on the electrical activity 

generated from eye movements. It has been previously suggested that eye movements 

might be detectable with cEEGrids [28]. In contrast, FA that involve more and small-

er facial muscles at the center of the face (e.g., corrugator supercilii involved primari-

ly in expressions of anger) shows the weakest prediction scores. 

Discussion & Outlook 

The presented results highlight the added potential of using the cEEGrid sensors for 

the unobtrusive study of behavioral (facial) activities and related phenomena of high 

interest to the NeuroIS field. This potential is added to the already useful capabilities 

of the cEEGrids to capture neural and other physiological phenomena. With an aver-

age F1 score of 0.77, the classifier is able to predict one of 12 different posed FA 

events well above chance level. Presently, the detection appears most suitable for FA 

events based on large facial muscles such as chewing, smiling, clenching and yawn-

ing. NeuroIS scholars could, for instance, use the cEEGrids to investigate relation-

ships between technostress [2] and bruxism or between flow experiences and IS en-

joyment [29]. In contrast, the observation of FA events reliant on smaller muscles and 

muscles closer to the center of the face will r equire further investigation. It could be 

possible to extend the cEEGrid system to include electrodes on the side of the face 

(e.g., on the temporalis muscle closer to the face). These results are made possible by 

the novel combination of the OpenBCI biosignal acquisition board with the cEEGrids. 

The materials needed to reproduce the system are provided online3. Al together, this 

system offers numerous advantages (flexibility in sensor use, low cost, open-source 

access to materials and APIs) that enable the development of NeuroIS studies and 

applications. Importantly, the system can be used in field research and allows for 

comfortable multi-modal data collection over the whole day [6, 28]. 

To build on the latter point is considered the next most important step to further 

evaluate the FA diagnostic potential of the cEEGrids. So far, only the detection of 

controlled, posed FA activities (i.e., not naturally occurring FA events) has been in-

vestigated. In natural settings, FA events are likely to occur under the influence of 

various confounding effects, and likely with higher variance and complexity. There-

fore, more investigation is needed to assess not only the detection potential in the 

presence of confounding factors, but to more comprehensively assess the systemôs 

sensing properties in terms of validity, reliability, sensitivity, diagnosticity, objectivity 

and intrusiveness [3]. Previous validation work on the comparable signal quality of 

the OpenBCI amplifier to medical grade EEG systems [30, 31], and the cEEGrid 

evaluation studies that demonstrate signal reliability and sensitivity to EEG phenome-

 
3 https://github.com/MKnierim/openbci-ceegrids 
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na (that represent more subtle electrophysiological patterns than the large-amplitude 

EMG patterns investigated here) [6, 7] can already be seen as a first pillar for the 

usability of the system. As a fi rst step, lab-based experiments that include the detecta-

bility of both posed and naturally occurring FA events (e.g., by induction of emotion 

expression using video clips ï see [32]) should be pursued. Afterwards, for an even 

more complex field study evaluation, we propose to leverage an interactive machine 

learning approach [33] that builds on an initial controlled classifier and asks partici-

pants occasionally whether a particular FA was observed correctly or asks about what 

happened when an unknown FA instance was recognized. Through this approach, 

classifiers can be iteratively improved without having participants to complete diaries 

or work with additional sensors. As an incentive, participants could use the detection 

logs at the end of the study period to reflect on their experiences (e.g., what made 

them happy or what made them grind their teeth during the day? ï see, e.g. [34]) and 

to evaluate whether or not the interactive process helped becoming more aware of a 

particular phenomenon (e.g., to avoid clenching their jaw). While the technology can 

improve further in terms of wearability , miniaturization advancements will make this 

technology genuinely wearable and usable in real lif e at some point (e.g., integrated 

into headphones or simply with less visible amplifier placements). For now, the cEE-

Grid-OpenBCI system already represents a promising novel approach for NeuroIS 

scholars to observe neural, physiological and behavioral activity patterns in a highly 

flexible, convenient, and accessible manner in the lab and the field. 
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Abstract. Social media has risen as one of the leading budget allocations for 

advertising within many firms, demonstrating its increasing dominance of the 

marketing mix. As such, many corporate entities have increased their presence 

on social media platforms in recent years. We seek to better understand the im-

pact of non-consumer generated content on the social media user experience. 

This study presents the application of electroencephalography to uncover men-

tal activity by consumers when processing social media content. This research 

continues from a larger study exploring how consumers process content based 

on the author of social media content. While this extension focuses on under-

standing how consumers process social media content based on the author of 

the post, it has implications for further studies in human-computer interaction 

and content optimization.  

Keywords: Social media · EEG · neuromarketing · content generation. 

Introducti on 

In recent years, marketing budgetary spending on advertising via social media plat-

forms has drastically increased over traditional marketing mediums [1]. Over 97% of 

companies have shifted marketing strategies to take advantage of social media within 

their strategic approach [2]. As companies increase their application of social media 

tactics, departmental participation has also increased. The responsibility of reaching 

consumers via social media spans both marketers and salespeople producing content 

(e.g., salesperson generated content (SGC), and marketer generated content (MGC)) 

on behalf of the company [3].  While influencer and celebrity marketing have an es-

tablished track record within marketing, advertising, and promotions, salesperson 

social media content presents a new paradigm [4].  

Overall, the goals of this project are to: 1) determine if users are cognitively 

aware of the author of a post when engaging with social media content, 2) understand 

areas of attention and cognitive load as it impacts user experiences with social media 

mailto:arandol3@kennesaw.edu
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content posted by a variety of stakeholders, and 3) refine the process for developing 

and disseminating content more effectively via social media.  This research is driven 

by the increase of social media content and alternative stakeholders leveraging con-

tent within social media platforms throughout the sales process [5].   

This research is informed by a larger study conducted using the Q-sort method 

and semi-structured interviews. The larger study seeks to assess if consumers evaluate 

the author of social media content as a determination for engagement.  Here, we look 

to neuroIS tools to provide insights about user cognition of who is posting social 

media content. As the increase in stakeholder participation evolves, the research ques-

tion of ñDo customers differentiate social media content based on the author of the 

post?ò needs to be addressed. Although many insights were gathered, the order in 

which respondents saw various elements of content or the mental processing of the 

respondent was unable to be determined. Hence, we launched this extension to more 

closely examine consumer engagement with social media content using neuroIS tools 

as a complement to the traditional qualitative data. 

Constructs such as emotion and cognitive load have received increased focus 

where neuroIS tools are most effective at extracting key insights [6, 7]. The use of 

neuroIS tools such as electroencephalography (EEG) has been established as a com-

plementary tool to more traditional methods such as interviews and observation [8]. 

Continuing with this research and adding EEG will not only help us answer the above 

research question, but also provide additional understanding of the user experience 

and human behavior when engaging with social media content.  

Historically, brain-computer interface (BCI) tools have been a means of provid-

ing communication and environmental control to people with severe motor disabilities 

[9]. However, in recent years, they have also been used to assess mental states [10].  

In this study, we leverage passive BCI concepts [11] to gain a deeper understanding 

of participants within the Q-sort exercise as conducted in the larger study. In addition 

to understanding brain activations, we are interested in what elements of social media 

posts attract user attention (i.e., the profile name, the #hashtags, caption, or media).  

This paper represents an exploratory extension using neuroIS tools to understand the 

mental processing of consumers of social media content to help shed light on results 

from a larger study. 

Social Media and Content Generation 

Kaplan and Haenlien define social media as ña group of internet-based applica-

tions that build on the ideological and technical foundations of Web 2.0, and that 

allow the creation and exchange of user-generated contentò (p.61) [12]. However, this 

conceptualization of social media omits content types not generated by standard users. 

According to Kaplan and Haenlein for content to be considered user-generated it must 

meet these three criteria: 1) published publicly or to a select group of people, 2) crea-

tive, and 3) outside of professional purposes. To achieve all three of these criteria, 

ignores content created and published for professional purposes.  

Based on the aforementioned narrative, it is clear that social media is no longer 

limited to a social, casual consumer activity. Social networking platforms also provide 
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a community where consumers can interact with each other and companies [13, 14]. 

Corporate-level involvement within social media platforms requires content genera-

tion, posting, and engagement on behalf of the company. This content can consist of 

firm or company representatives posting as the company (i.e., firm-generated content 

(FGC) and company-generated content (CGC)) [3, 15].  Other options include mar-

keter-generated content (MGC) where content is generated by a marketer on behalf of 

a company and salesperson-generated content (SGC) where a salesperson leverages 

their own social media profile to build connections with customers on behalf of their 

companyôs brand [14-17].  

Due to the increase of information available to the modern consumer, salespeople 

must innovate and find new ways to influence the sales process. Harrigan et al. [18] 

notes that social media provides a nontraditional means to facilitate customer relation-

ships and engage customers. Social media establishes an alternative connection with 

consumers and brings that relationship to the forefront of communication [19]. Thus, 

the purpose of this study is to evaluate consumer perceptions of social media content 

being used to sell to them.  

Methodology 

The objective of the study is to evaluate consumer engagement and cognitive pro-

cessing of social media content in order to understand perceptions of content by au-

thor. In the preliminary data collection, seven (7) student-respondents (4 men, 3 

women, ages 20-28) from a university in a southeastern metropolitan city who are 

business majors participated. Participants were gathered by offering in-class extra 

credit and the snowball effect.  

Study respondents were recorded using EEG to measure their mental processes as 

they completed three rounds of a Q-sort activity [20, 21]. Eye tracking data was also 

recorded using Tobii eye tracking glasses (www.tobii.com) while respondents viewed 

and categorized social media posts to understand areas of focus and attention during 

sorts (i.e., if they looked at the authors name to determine where they would catego-

rize that post). Participants of the study were asked to sort social media posts printed 

on 8.5 x 11 inch cards into categories over the course of three rounds, where round 1 

was: they choose the categories, round 2: person or company, and round 3: salesper-

son or company. Students were then interviewed regarding their categorical choices. 

Here, we present preliminary results based on just the EEG data indicating areas 

of activation during the three rounds.  Respondentsô electrical brain activity was 

measured using a non-invasive, 16-channel research-grade BioSemi ActiveTwo bio-

amplifier system on a laptop (http://www.cortechsolutions.com/Products/ Physiologi-

cal-dataacquisition/Systems/ActiveTwo.aspx). Active electrodes were placed on a 

standardly-configured electrode cap to allow for the recording of brain activations 

down-sampled to 256 Hz using a Common Average Reference (CAR). The sixteen 

recorded channels were: frontal-polar (Fp1, Fp2), frontal-central (FC3, FCz, FC4), 

central (C3, Cz, C4), temporal-parietal (TP7, TP8), parietal (P3, Pz, P4), and occipital 

(O1, Oz, O2).  

http://www.tobii.com/
http://www.cortechsolutions.com/Products/%20Physiological-dataacquisition/
http://www.cortechsolutions.com/Products/%20Physiological-dataacquisition/
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Preliminary Results 

Data was collected for an extension study of seven participants. After visual inspec-

tion of EEG, we analyzed the recordings from the sixteen channels of scalp electrodes 

using a previously-validated technique for brain localization called standardized low 

resolution brain electromagnetic tomography (sLORETA) [22].  These activations are 

presented on a fixed scale such that brighter areas with yellow indicate highest levels 

of activation.  For each grouping of topological plots, the image on the top row in the 

center is a back-end view of the brain whereas the image on the bottom row in the 

center is a front-on view of the brain.  Theory indicates that higher activation in the 

left hemisphere may indicate a stronger positive approach to the stimulus whereas 

higher activation in the right hemisphere may indicate a negative approach to the 

stimulus [23]. 

We may begin our understanding of participant experience while engaging in so-

cial media content using a qualitative lens by considering each participant as a case.  

For example, we can see from the activation maps in Figure 1 that Participant 002ôs 

experience changed across the three rounds moving from a negative approach to a 

slightly more positive approach back to a negative approach with greatest levels of 

activation focused in the frontal lobe.  The frontal lobe is most associated with con-

scious thinking, judgement, and complex reasoning.  We may apply this approach to 

the remaining six participants. 

 

Round 1 Round 2 Round 3 

 

Fig.1. Participant 002ôs averaged brain activations for each round of engagement with social 

media content. 

 

We may then take a different view and examine a particular round and contrast 

experiences across participants.  We found there were challenges in data collection 

where we are now only able to delineate brain activations across the second and third 

rounds for all participants and gathered cleanest results of the Q-sort during Round 3. 

Hence, in Figure 2 we provide illustrations of averaged brain activations for all partic-

ipants for Round 3.  In Round 3, participants had to determine if the content was gen-

erated by an individual salesperson or a company.  Participant 002 appeared to expe-

rience greater levels of mental processing along the midline of the cortex than what 

registered for other participants.  However, Participant 002 and 004 both appeared to 

experience a negative approach to that round with highest activity in their frontal 

lobes.  They are in contrast with Participant 003 and Participant 006 whose visual 

centers were instead most activated, Participant 007 who appeared to have a more 
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neutral response in the frontal lobe, and Participant 008 whose sensorimotor area most 

associated with right-handed movement appeared to be most activated.  We might 

then further dissect the data according to demographics or observations during the 

rounds. 

 

Participant 002 Participant 003 Participant 004 

 

 

  

 

 

 

 

Participant 005                             Participant 006 

 

Participant 007                             Participant 008 

Fig.2. Contrasting all participantsô brain activations for Round 3. 

 

Table 1 shows the results of Round 3 for the Q-sort.  Participants categorized 

thirteen social media posts according to if the content was generated by an individual 

salesperson or a company.  Only results for Participant 004 through 008 are reported 

due to inconsistencies in data capture for Participants 002 and 003.  There are incon-

sistent results across participants for nearly half of the social media posts.  Particular-

ly, there are split results for posts numbered 3, 6, 9, and 11-13.  These inconsistencies 

may be reflective of the differences in the brain activations for Participants 004 

through 008.  This encourages further investigation to understand if individuals who 

exhibit similar patterns of brain activation might also exhibit similar interpretations 

for social media categorizations. 

Table 5. Round 3 Q-sort results (I = individual salesperson, C = company-generated post). 

# Description Author Type 004 005 006 007 008 

1 Multiple pictures made collage, with caption Salesperson I - I I I 

2 Multiple pictures made collage, with caption Salesperson C C I I I 




































































































































































































































































































































































































